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B0OELL!NG3 &Z SI LATION OF 12WE..R-7E FED SLOTLESS FERM'AN-=T FMGNT MACNiNES

B.NOGAEE, A.D. =1IE, M.LAjOIZ MAENC

Laboratoire d'Electrctec.niqe et d'Electronique Indust:ielle, Unitt de Recherche Associee au
CNRS na847, E!S--IHT, 31071 Toulouse, France.

Abstact The authors present- a modelling The different stars, electrically
method allowing the study of voltage inve ter Independent and -agnetical oouplid are fed
fed slotless permanent magnet machines. The by e inverters including m phases. The
suggested method is babed on an analytical switches of a same inverter leg are
field calculation inside the magnetic unidirectional for voltage and bidirectional
structure which is asio~iated with a numerical for current.
solution of the global.electric equation. Neglecting the voltage switching

duration, the applied voltages on the machine
INTRODUCTIO!1: different phases are entirely defined by the

inverter working sequences. In the case of the
For special applications needing the =ecamic steady state (constant rotating speed)

lowest vibration level possible, the slotless the system behaviour is entirely described by
permanent magnet machine fed by a pulse width the electric equation which is given in a
modulation controlled voltage inverter, seems atrical form for all the machine phases by;
to be a most efficient solution [1). In this d
article, a modelling and simulation method [VI - ER] [I] + d ] (1)
adapted to such a drive system is presented. The unicolumn vectors [V], [I and [4)],
In order to take into account the power including e.m components, respectivel.y
subdivision required by high powered drive, correspond to voltage, current and flux in the
the general case of a =ultistar and polyphased stator armature. The diagona. matrix t.j,
system is considered, corresponds to the winding resistance.

The determination of the currents frow
I - GENERAL ELECTRIC EQUATIO: Equation (1) knowing the applied voltages,

The general electric scheme of the requires the calculation of flux ()]. An

studied structure, which is made up bf a e- expression of [(4)] can be obtained from an
star i-phased armature, is given on Figure 1. analytical field calculation in the machine

magnetic structure.

Il - MAGNETIC STRUCTURE MODELLING:

In the case of a smooth pole and slotless
S . -/ stator machine, the magnetic structure can be

modelled by a two-dimensional analytical field
calculation method in a (r,0) co-ordinatef
system. As shown on Figure 2, the studied
structure can be divided into several
concentric layers corresponding to the

j magnetic materials and the field sourceA
(magn,'ts or currents).

Stator yoke

(S5)
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Figuru I - General electric scheme. Figure 2 - Magnetic structure.
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To the extent that the thickness dnd- the where the no laid flux (1A-and tje _.ductance
permeability of these layers are constant, an matrix [M are analytically defined fiom the
analytical solution of Poisson's equation can magnetic structire =odelling. The ILs) matrix
be obtained in the different (Sk) zones. The =akes it- possible to take Into- account the
devilop=ent into Fourier's series of the magnetic leakages in the winding overhangs,
fonctions defining the magnet 'and current which are not considered by the two dimensions
spatial distribution allows the determination =odelization. Consequently, the general
of the vector potential expression in every electric equation (1) which governs the
zone (2]. 1 evolution of the -currents in the machine

The vector potential non nil copcnent, windings is perfectly defined and becomes:
for a k suffix layer, is given by:

k (2) dt - d,

8--o Knowing the voltages applied by the
Inverter, and-the electr6motive force -t[14DA]

where the coefficien. Xgk , Ygk and the gk  determined oy its analytical expression,
functions are calculated from the structure's Equation (5) solution makes it possible tc
geometrical and electromagnetic determine the currents, in the machine-and to
characteristics, pis the pole pair number. deduct the space-time evolution of, the

Elaborated magnet -arrangements and different el:ctromagnetic quantities (flux
winding structures can be taken into account density, torque, force density in the
in a quite simple way by this method: winding...) from the modelization of the
multiblock poles with a magnetization either magnetic structure.
radial or parallel to any direction, multistar
polyphased windings with complex distributions IV - ELECTRIC EQUATION SOLUTION METHOD:
of conductors...

'equation (b)-can-be'puV in state-form:
III - FLUX DETERMINATION: dAe[Xj - [A][X] + [B]{E {7

The different electromagnetic quantities A [
defining the workirz' of the machine can be with:
analytically determined by the above vector
potential expression. Particularly I- flux in [X3-I],(U}-(V3 dt[(A3'[B][Ls+M

"
,

any-winding phase (nth phase of the hth star) [A]--[Bj.(R)
is given by:

To the extent that (A) and [BI :=trix areJ independent or time ana of vectors [X] and
h. L. A4 r,O,t).Chn(O)rd~dr (3 [U), a suitable method for the solution of

(04) Equation (6) is the matrix exponential method
(3). The general solution of Equation (6) then

where A4, function of the space variables r, takes the form of: t
and of the time t, represents the vector
potential norm in the currents' layer. Chn(O) 1X(t))-e(A)(t'te).(X(ts)]+JeA](t_').B).[U()1)d%
function represents the angular distribution to
of the considered phase conductors, L is the (8)
axial length of the machine, which, if the calculation step is chosen in

By substituting the Fourier's series such a way that the vector (U) remains
defining A4 and Chn in Equation (2), and after constant during this period, leads to the
integration, the flux can be put in the form: exact recurrent analytical expression of the

0 a solution:

Dhn(t) - (Dhhn(t)+Yi I Mhnil-Iil(t) (4) [X(to+h))- e(A)
h 

(X(t0))
i-iIi +(A)-'.(etA)h-([1).(B).|U(to)) (9)

This flux is divided into a no load flux where (1) is the unitary matrix.
SAho(t), corresponding to the magnet According to the inverter control type

contribution, and an armature reaction flux, adopted, the calculation step can be chosen
Mhnil represe.,tlng the mutual inductance either variable or constant. So, if the
between the considered phase and the lth phase inverter command is a priori known, it is
of the ith star, in which ,he i(t) current interesting to place the calculation points at
flows. The ('A 1h(t) and Mhnil quantities are the supply voltage switching instants. If
developed into Fourier's series of which these instants are near enough, the e.m.f

coefficients depend on the geometric and variations are negligible on that tine scale

magnotic structure characteristics. and the command vector (U] can be considered

Considering all the machine phases, the as constant between two switching instants.
flux vector ultimately becomes: This solution allows the minimization of the

number of the calculation points, but requires

-(DA)+(N)(I)+(L5 (Ij (5) an exponential matrix calculation for every
new step.
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If the avitcin4 -instants- are" a -priori kA)ON.
unknown, ~w!iiahl hapf~s in-pkrticular when the
Tverter command, comes fron-.a regulation of "
the currents in the machine, the calculation
step-.needs to be chosen sufficientit. fine to
limit the switching _errors. The time
calculation rise due to the increase of thecalculation points is limitedb~r the adoption
of a constant calculation step which requires I
only one matrix exponential calculation.

V - EXA [PLE:

-To illustrate the prop6Aed milhod, the |
case of a high powered four-star three-phased
sinusoidal waveform structure has been
considered. The four -PWH three-phased -000
inverters .being controlled by a sinusoldal
modulation, the current waveforms obtained in
two' differeht'configurations of the structure 605-f....... . .
has been studied. e05 0.0 0o.07 000 . 00 0".o

The first configurati6n c6rresjonds to a
in-phase four-star winding and to a Figure 4: Phase current, shifted-control.
synchronized control of the four inverters. As-
shown on Figure 3, the phase current rlpple is
rather weak, in as much as the frequency CONCLUSION:
modulation here is 100 times-higher than the

. £qeniy. In this paper, a modelling and simulation
method based on an analytical fieldI(A) calciulation associated with a matrix
exponential solution of the electric equation
has been presented. The proposed method, which
considers the general case of a multistar
polyphased system, allows the taking into
account of quite complex inductor and winding
structures. By adopting a constant or variable20. calculation step according to the inverter
working type, the matrix exponential solution
technique enables the minimization of theo calculation timec. Moreover, thanks to its
analytical nature, by hcwing the inflcnac f
the different design parameters, the proposed- 0 modelization method has turned out to be a
particularly performing optimization tool.

-00

REFERENCES:
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(1) B.NOGAREDE, "Etude de moteurs sans

Figure 3 - Phase current, synchronized control. encoches A aimants permanents de fortepuissance A basse vitesse", th6se de Doctorat
de l'Institut National Polytechnique,
Toulouse, 1990.The second configuration corresponds to

the case where the four stars are spatialy (21 B.NOGAREDE, M LAJOIE MAZENC, B.DAVAT,shifted from one another. The fundamental "Mod~lisation analytique des machinesA
currents of the different stars having to be aimants A induit sans encoches" Revue deshifted too, the control of the four inverters Physique Appliqu~e, 25 (1990), 707-720.
here is such that the voltage switchings in
the different stars are not simultaneous. So, (3) J.SCHONFK, "Simulation num~rique de
during a star voltage switching, the other convertisseurs statiques", thdse de Docteur-stars, connected to the direct voltage source, ingdnieur de l'Universit6 Paul Sabatier,act as an amortieseur winding. The transient Toulouse, 1977.inductance which corresponds to a leakageinductance between the different stars isnoticeably weaker than the synchronous

inductance involved in the previous
configuration. As shown on Figure 4, the
current ripple obtained is far higher.
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MObELLING AND -'SIM~ULATION OFtINDUCTION GENERATOR

WITH dURRENT SOURCEt INVERTER EXCITER

Santaca J. MasonoE.

INIC/IST7 SecoMail. ElictricasecEleal do Potgnca ISEL/EnergiaeSistenaudePotincia

Av. Rcivisco Pais 1096 Lisboa Codex Av. Conselheciro Eridjo Navarro' .900 Lisboa
PORTUGALPORTUGAL

ABSIRA t -The induction generator excited by a current The system presentedin FIG.lIran be eentlike acommutation

source inverter is analysed. T..is system, can be seen like a DC isitine. The current source invester and tine dioe bridge are two

machineso the sliding contact circuit theory is used to develop a I)C inputs, sliding on a commutatorFiG2 The rotor~windings

new dyriamical mocle. are rejpresented byct or circuits.

presented. Experimental results are ... agree with the theoretical S

ones.

The induction generator excited byna current source invent, is

a system proposed by Sato and al in reference 11l
There arc two ways to study tl'at system:l1) the machine with

its equations is constraincd to the conditions given by the

electronic circuits, so the overall model results of the Z
compatibiltty of the.-elations which govern the curnponents.This

was done in reference II), where the steady-state study was FIG.2-,Equivalent systen.

presented , 2) the system is considered a new electrical machine Using ifs. slidtng contact circuit theory, the stator equuoirtos

for which at is possible to apply the equation of sliding contact are givriby:

circuits 121. d 1 , + 
0

.1~ 61V.

In this paper, a newv dynamical model is obtained with the UCi,+~l i-.-
oeod method. The steady-state as well an some transient S I

behaviours are presented. The theoretical results are in agree with
"condqt 2 1 0.0,2 6'lVta

the expetimental ones. So the model is suitable for analysis and U - ex 12s 12 + -s--17 -

synthesis. 12 02 (2)

IL. SYStM ODt ti Where: eNtm is the system co-energy

The experimental system is presented in FIG.The induction Y1t, and 
4t2s are the statror fluxes.

generator in excited by a current source inverter. The lond is a The fictitious bmushes of the commutation circuits are not

diode bridge supplying a DC circuit. fixed. Theirvisition laws depend of convert physic.
The position of CD brushes (current inverter) on the

commutator is fixedby the cotrol circuit (3):

The Al brushes are related withithe diode bridge, so they are

placed ona cemmutator position of itaxltoum voltage. To obtain

tis condition we use a test circuit vith voltage U'2$ and position

153 0 ,2 (41: 2

FIG.l I System representation ~, ~ 4



T1:e rotor behaviour is represented by two quadrhature3
windings a st

(6)

MTes FadTacterotor fluxes. ? .4 00 S .4 00
The inverter control is done-as FIG.3 shows, so is this case i W

equaticii (3) ,i e, the in vertee frequency is given by- F4j6 - Output current evolution astra loud prsurhation (ARO.

1' 41

YFlG.3.Cintrol circuits t
qitadisturetoperaut ~~~Tio 1.1rrD uretcnrl eettc)

I n nosimal operation voltage Ui5 is closely zero and the FIG.7 Inverter current evolution after aaareent reference

IV. CNLUIONS
III.SINI.OONANDThe equation of sliding contact circuits has been used to study

In the follow~ig figures, we prient some resulits for the the com~mutation machines. Also is this paper, this theory was
steady-state and the transient behaviour. The theoretical results usdtobaedaynmcloelfthidutngnrtr
were obtained with the developed modiel. These-and the with current source inveter exciter.

espeimetal ataare oncenedwit stadar 2 L inTo validate that model, an experimental system was buith.The
machne iluieel cag. -theoretical resnlts are is agree with the experimental ourcs. So the

- developed model is suitable for She salysis and synthesis of
experimental systems.

4M0
V.REENCE

- . I N. Sato, Y. flayshl, If. Ilmida
20 Load characteristics of induction generator with static exciter"
100 Proc. ICEM. Athens 1980

uat ti..) ut 121 M.S. Garrido- Revue E, vol. VI, :1.4, 1971

FIG.4~~~ -z Undeindn cndracteristic.f'tLeninquction motorle dedahne criuen decuitent

1 2 1 4 (4 1 Hl. Buyse and M.S. Garrido
L - 12 Est"A new dyna ic l model of rectified output AC generator

Fig. -Otput characteristic. Electric Machines and Elect romechanies N1 3, 1978
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EQUIVALENT MODELS, FOR TUBUL AR LINEAR INDUCTION ACTUATORS

CARLOSCABMrFA
]SIST C, DEEC, Sea ode Miquinas Eiicas e Electri~iia de Potincia

Av. Rovisco Pais - 1096 Ilsboa Codex, Portugal.

ABSTACL- For the analysts and design of t'e tubular shown in fig. 1. The core losses'and leakage flux have been

actuator (TA), an equivialent model derived from the similar neglected. The topology of tis equivalent circuit is similar to

model used for the low speed flat linearactuator, is presented. To those proposed by Nix and Laithwaite (1), Nasorand Boldea [2),

test the theory, two experimental TAs were desi gneodand builthy Davis [5), and Groot and Heuvniman 161, but is Ref. [2,6) the

tirauthor.-'Ihe results are presented and discussed. Using the statue leakage flux is considered.

maximum value of force per power input at standstill, as an

optimum design criterion, the optimized design formulas ar et

proposed. 1 -

LTSTOF SYMBOLS U1  x-R

D.- mean diameter of the rotor aluminiuin sheet m
D. maximum diameter of co-axial coils, m
Smintimumn diameter ofco-axial coils, in Fig. I - Equi vrolmt circuit per phase aI standstill, n eglecting

-l standard wi re copper diameter, in core loses andileakage flux

g - actusl airgap length, in
II- r.m.s. phase current, A However, the expressions for TA parameters III, Xm and R2 are
N1 .- number oftums per phase different from author to author. These purameters may be
p - number ofpole pairs dttie ytefloigeutos[,]

RI- stator winding resistance, 0dtrie y h olwn eutos1,l

112- rotor aluminium resistance refereed to the st~tor, fi 2 d2 1,-D)N
s. slot width,rr -2p 0 ,1 D, (1)
t - rotoralaminium sheet thickness, mn

* X.. magnetizing reactance, n X.- (6 pW ) TDp Kg) N'
ze- number oftoros per coil 'p (2)
p - volume resistivity ofthecaluminium, fl.m

iie volume resistivity ofcooper, O.m R,-(61rD/Tip)(p/t )Nz 3

* i~. poepith~mThe expression of standstill force, orithrust, derived from the
T'. slot pitch, in
(a. angular supply frequency, Vs equivalent circuit as well as from Maxwell's equations, is gives

1. INTRODUICTION by 2I 4 1
F - I ?r + Q)] K (4)

The small TA In an electric piston, and compared with
compressed air and hydraulic systems, is more advantageous where Q is the Laithwaites goodness factor [1) and &0 is the

because no compressors nor conducts are necessary. Blesides, the Cartet's coefficient [81. Q and K, are expressed as,

TA in very reliable and without maintenance. The actual Q-( fl K
applicutiuns of TA are 11, 2, 31: Pumps, valves, bottle transfers, T 'oP (4a)
esifli atorn and liftn. Other applications are proposed [41: Sliding /I.s(s ,1 4b

dooms and curtain operators, robotics, weaver's looms, switch.- K,- +,[,-S( 5g) (b
pointer drives, nuclear reactors and aeronsautics,

2. EQUVALENTMODELThe inclusion of Ke is important and necessary in the calculation
2. H IJIALE T M DE!of force[(6,71.

The TA steady - state operational characteristics may be derived The force correction factor K[ 1,71 Is a function of pole number

and analysed from a simplified equivalent model per phase only, and becomes simply equal to I for even-pole TAs

1534



3. EXPERIMENTAL R011ULTS 4;OIMSTION OF DESIGN

Figs. 2, 3 show diecompaio bnetween measured resuttls and For the following imposed daa t-0.00l15 mn, g-0.0020 m, X
the thoreticalur,ob tininhe hetest ofrottypesTAT and 1.5, Q - 1, w-314 Vs. from (4a), rT,-0.O39 in [41. Thus, the

TAU (see Appendix). The degr en ?fiffo that result of this oyptimizid design formulasbecotm

£ comparison are. -Pwerfactor- TAI: 9% including Keand
10% not including K,; TAII: 2%6including Kcand 18% not R, -3A.0(d')(D.+DJ,)
including Y,2- SadtillIok -TAI: 12% including Y, and
50% not including Xe; TAll: 8%/ including Xe and 40% not -X. - k 2- 10- 2 2Dp(l~ts1N1 (6)
including Xe. Consequently, the importance of-Xe in the
calculation of force is corroborated bythese results. A F-_ 9I0,14 ovttsJIt)2 K
comparison between expierimental and ilhc~etcl values, ~'~tt(7)
including Xe, shows a good agreement, confitming the validity This optim im design criterion is based in fact that the maximum
of ev~ivalent circuit, value of force per power input is maximum at standstill when

Q-1 [1, 2,4, 51.
08 t-e~ it I nci S.-CONCLUSION

2-Theerlo c NS1

07 -opcFrom analytical cquivalent circuli, whose validity was tested
experimentally by means two prototypes, a simple design

o 2 fotmulas provide a reliable method to the optimized design of
60£ TAs fnrslandstill applications.

05-
2 tclre.c 6 - RlEERENCES
3-Eoper.

TAI TAII [I]- Nix, 0. F., and Laithwaile, E.R.: "Linear induction
04 -41f1 iiiIImotors for low speed and standstill application", Proc.

0 04 03 It( I)2 16 0 04 02 ,A) 21 t 16IE, June1966, p. 1044.

121- Nasar, S.A., and Boldea, 1: "Linear motion electric
Fig. 2.-Powrfaco. againstrr.m.s. phase current at machines", Ed.'John Wiley, 1976.

standstill (60 Hz) (31- McLean, O.W.: "Review of recent progress is linear

motors". Proc. lEE - B, Nov. 1988, p. 380.
_________________(41- Cabrita, C.P.: "Motor Linear de loduoAo. Andlise Te6rIca,

projects e ensais", Ph. D. Thesis, IST, Ltsbon, 1988.
8 -t no oc (SI- Davis, M.W.: "Development of concentric linear induction

t-ThW (otrle I tthe~lr5(ll() moit". Proc. IEEE - PAS, July 1972, p. 1506.

3-op (3pt61- Do Gomot, D. I., and lcuvelman, C.L 'Tubular linear
6 Induction motor for use as a servo actatot'% Proc. lEE - B,

July 1990, p. 273.
-5 171- Cabrita, C.P.; "Foroa geneeslizada cm Moiten Linrores".

"o TI TAl /Technical report, S.M.E.E.PJI.S.T., Lisbon, 1985.
181- Martin, J. C.; "CUlculo industrial de Miquinas Elictricas".

3 Ed. Danar, Barcelona, 1968.

2 ." 2 APPENDIX. Details of experimental tubular actnators TAI and

0 ' ~ 1 0 Tl TAI TAU TAI TA

I()fA)2p 4 3 D, mm 17.5 43.3

fi.3- Standstill force against r.e s .pae 
tc 400 400 D,,mtn 60 90

cao(SO 1z) NI1 1600 1200 Dmes 28 54
Tp, min 43.5 43.5 g, mm 4.50 4.25
s, mm 13 13 t. mm 1.5 1.3

1535



COMPARATiVE STUDY OF SIHULATION-METMOOS'-&
INVERTER FED SYNCHRONOUS MOTOR

-BERNARDDAVAT, RENE:LE DOEUFF AND MOHAMMED ASSINI -

Groupe de Recherche en Electrotechnique D6partement de-Gdnie'Electrique
et Eleotroniquii d Nariy ... . ENSE9,'B.P. 8118, Oasis,-Casablanca,
ENSEM, INPL, 2 Av. de ]a For~t de Hays, MAROC
54516 Vandoeuvre 18s'Nancy, France.

Abstract - This pap&r investigates the use of
two different simulationmethods of converter
fed electrical machines. The first one called
global simulation method needs only the
knowledge of the converter diagram, the
different firing sequences andthe machine . . -3
parameters. The second one, based on a
sequential analysis of the converter 66rating
sequences-uses-an automatic generator of
numerical simulation program of electro-
mechanical process.

I. INTRObUCTION

An analytical study ofpower electronic 3
system including static converter can be done
whenthe different working'sequences are
known.,and when their successions in time
domain are predicted. Otherwise, numerical
simulation tools become helpful mean t6 Fig. 1. Circuit diagram.
investigate the behaviour of such systems.
These programs~can be classified into two dX/dt = A . X (1)
groups. In the first one, the simulation
method discovers the functionning of the in which the X vector is composed of the
converter, step by step, from the only converter state variables, of the currents in
knowledge of the converter diagram and the the machine coils (in the Park reference
semiconductors firing sequences. In the second frame) and 'of-a term representing the
one, the different working sequences are supplying sources of the machine-converter
previously known in order to limit testson set. Equation (1) is solved in a form of a
succession of them. The two packages w ich are recurrent equation
presented In this paper belong to these two
groups: SACSO-Hachlne 1i, an automatic X(tT) = Exp(A.T) . X(t) (2)
program for the simulation of converter fed
machine is a part of a family (SACSO, SCRIPT) In order to reduce the simulation time which
still developped actually; GASPEd[21, a essentially depends on the matrix exponential
simulator, generatesautomatically, from the calculation, one can transform equation (1) in
previous knowledge of thb different operating
'sequences, a simulation program of any dZ/dt z D . Z (3)
control-converter-machine assembly.
After the presentlon of these two packages, D being a diagonal matrix, the exponential

simulation results ofthe functionning of an matrix is then obtained analytically from the
inverter fed synchronous motor (Fig. 1) show exponential of the elgenvalues of A.
the advantages and the'drawbacks of employed In order to accelerate the transient state, a
simulation methods. These comparisons lead to computation of the steady state solution based
point out ,the best using.field of both on the Newton Raphson method is implemented in
packages. the SACSO-Machine package.

I. SACSO-NACHINE PACKAGE III. GASPE METHODOLOGY

SACSO-Machine is composed of threelmain GASPE generator has been designed in order to
parts: a data unit, where is described the study power electronic systems which are
converter topology, the control ofthe generally composed of an association of a
semiconductors and the machine parameters, a static converter, an electric machine and
simulation processor of the machine converter control circuits. Actually, it generatos a
set and a result post processor. The simulator which is made of a main program
semiconductors are considered as-resistances body, a simulation management system and a
whose values depend on if they are blocked or block procedure to detect all occurences of
conducting; Each sequence of the converter is events and updating variables (time, currents,
described by a state equation which depend on semiconductor states...).
the topology and the states of the semi- After analysing the system to be simulated.
conductors. Combining this equation with the the first step consists to subdivide the
electrical machine equations expressed in a system into blocks with respect to its
Park reference frame leads to an equation functon. For the considered problem there are

-' which represents the functionning of the whole a Motor Block for the synchronous motor (hero
system a non salient one modelling with the Park

- -1536
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transformation),, a Sourc6 Block to-represent,
the current.source which is assumed here-to be m =wmxv) W5Mi5zm (V;
constant and-a Thyristor Control Block to
generate the firing signals of the thyristors
according to-the rotor position.
In order to use GASPE methodology, a set of
informations-in.a specific language,,hasto be *(
written. The Grammar File, whichapecifiesathe
type-of variables and the nature of-vents for
each block. /
For the simulation of current inverter fed
synchronous-motor, a fast convergenceprocess
is implemented in the simulator in order to ., ,. .
reach rapidly the steady state. msu - iem

nTmRQW0,IV. SIMULATION RESULTS -,

Simulation results-of steady state operation I A A
of the inverter fed machine are-presented in //i/il I ,/
-Fig. 2. The research of the steady-state
obtained from the two program,-isshown, ip It (f) (0
Fig. 3. The-steady state-is'obtained'after one
period with GASPE due to tKsep artfculir ':

implemented method. -

In SACSO-Machine package, the resolution
method is based on the calculation of a matrix I
exponential. This method has'the advantage to
allow an analytical solution in the form of a Fig. 2. Steady state operating SACSO-Machine
recurrent equation-where the calculation step results kleft) andGASPE results (right).
does not depend on the time constants of the
system. Nevertheless, this method'is not ,r".,=VoVivnvs,
really compatible with the study of mechanical ~
transient operation, neither the modelling of ~~f~f
s imulation method allows to study unusual or j j ~unpredictable workingesequences (Fig. 4). h
In the simulator generated by'GASPE, the U I V i

defined previously. Then, unusual working
sequences cannot be-studied. However, this
package takes into account salient pole
machine (Fig. 4) and sophisticated control . -.
lOOps. -m; .

V, CONCLUSION Fig. 3. Steady state research, SACSO-Machine
(left) and GASPE (right).

This paper investigates the use of two
simulation methods to study the behaviour-of tn"W=WvsspV nX=mss A~vsctV
synchronous machine supplied by a current
source inverter. The advantages of the twoIA / A
methods have been point out. SACSO-Machine /V
program becomes necessary when the working
sequences are unusual or Unpredictable, either W
in transient state or following a fault. ) ()
Programsdevelopped from the GASPE methodology

method and then allow to study sal6nt pole
machines or complicated control loops
including mechanical transient functionning. ,
However these two packages are complementary, ,ns
the advantages of one make up for the
drawbacks of the other.
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Abstract - This paper discuss, for PH -'synchronous In these equations
actuators, te limits of application of the control - Ld and L4.sre the self inductances of the-d and q
method which keep the direct axis coaponent of the armature equivalent windings
armature current equal to zero, and describes two - R, is the resista.-c, of the amatur dw indings
control algorithms which maintain the power factor as - K, the torque constant
close as possible to unity. These algorithms have been - 0D the angular position of the rotor aJnd 1, its
evolved with a view to an easy hardware implementation. velocity

The performances of the proposed control algorithms have - s the Laplace operator.

been validated by digital simulation.

1. INITRODUICTION o5v

For permanent magnet synchronous actuators, the control
method consisting of keeping the direct axis component
of the armature current equal to zero allows to use very
comonly used, but can strongly deteriorate the power

factor if applied to some type of buried magnet
synchronous actuators. m- Srfnk ri X- gu. bt

Control methods which improve the power factor are more a b
intricate because they need a non linear control law.
However these control methods reduce the stator voltage Fig. l. Schematic representation of P1 synchronous
allowing to use a lower rated voltage inverter. On the actuators.

other hand, as modern permanent magnet actuators can
reach tens of kWl (3], to keep a good power factor allows
to improve the efficiency. 3. THEORETICAL STUDY

This paper determines, in acordance with the rotor The control strategy and the rotor geometry affect the
saliency, the limits of application of the control performances of the system and the size of the inverter
method which keep the direct axis component of the feeding, the actuator. Three control strategies are
armature current equal to zero, and describes two investigated . the first one consists of keeping ie0.
control algorithms which maintain the power factor as the second one of keeping cos+-I and the third one of
close as possible to unity. These algorithms have been keeping the RKS value of the stator voltage proportional
evolved with a view to an easy hardware Implementation, to the rotor speed. Some other theoretical

The performances of the proposed control algorithms have considerations which don't appear in this study are

been validated by digital simulation, given in reference (5).

In order to simplify the theoretical study, the currents
2. ACTUATOR MOOELLING id and 1. are replaced by the variables 1. and 0

Permanent magnet synchronous actuators came in two 
according to equations (2).

configurations according to their rotor geometry (figure
1) (4] I, -fi i (2.a)

- PM synchronous actuators with su mace mounted
magnets which schematic representation is shown in arctg i (2.b)
figure I.a have no significant saliency effects. I,
Their saliency coefficient p - L0/Ld Is nearly equal
to unity. 1, is the RIS value of the stator current (multiplied by
- Buried PH synchronous actuators which schematic 3 for a three phase actuator) and A is its leading
representation is shown in figure I.b have a saliency angle with respect to the rotor q axis.
coefficient which can reach values as high as . With these variables, equations (1) become in steady-

For a two pole actuator without damper windings, the state

Park equations reduce to ~H Dt lsp

VdJ I R4Ld sl , L1 1 V R 4 , II s I
KR+ t 0. 

.
tI 

Da 
0 

( 3 )
4 d R.4Lq s iq I K

1  
P L R, 1.cosP K

5
,

From equations (3), the vector diagram shown in figure
T. KI iq + (L-L0 )id i, 2 is obtained.
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) COfetrol with coe*-

€. - Iq Ic-rde- ta keep t i per factor always eq.al to Wity,
it Is necessary to achieve the following relation

U between 11-anr40.
J9 sin . (e

$l e - p cos"A
One drawback of.this method is that the relation between
the torqueind the current is a con linear cce, as shown
in figure 4.a.
This figure shows also that the torque decreases beyond

'a certain value of 1 . evertheless a lot of actuators
have a rated curIrent'cwer than that value of I.

fig. 2. Vector diagram. &owever it is porsible to maintain the torque-current
relation roughly linear by keeping 0 constant beyond a

The electrsag-etic torque becomes critical- current judiciously chosen. This is achieved
_ with a small deterioration of the power factor, but it

T. J, [K,.cosA * ,(p-I) t 1, Sln2AI (4) ormains better than with the control keeping iO for
actuator with p > 1.

",ere, p-i is the saliency coefficient. Figure 4.b shows the power factor and the torque
Ld characteristics when j is kept constant beyond a

The cot~r power factor is critical value of the curent 1.

coS* al cos(6-A) 2 2 .

where
tg 6 Vd . RI, sinc + b, L4 1, cos( .0.s

V4 R.I. cosA6 - a, LL 1. sin$ + K, '. (5)

These equations are normalized as follo-s
Ld aI .  is T- Ld

K, 2

By neglecting the voltage drop on the armature
resistance R, in comparison with the back ecf, we can
rewrite (4) and (5) in function of the normalized I. n *

variables 4 and 1 .2 .4 .6 . 0 .2 .

To- (cos + 1 - sin2p) (6) a b
Fig. 4. Torque and power factor with the cos-I

- I. cosp 
(7) control method.

t I8 - I0 sine 7
- Control with MS value of the stator voltage

• 2Control with - roportional to the speed
In this control cethod the direct axis component of the To keep the IRS value of the stator voltage constant and

equal to the hack emf, it is necessary to achieve
stator current id doesn't exist. The relation between the relation (9).
torque and the current is linear and this allows to 2 sinp
evolve very simple control algorithm [1,2). .- + p2 (9)

Figure 3 shows that the power factor decreases strongly sinA + cos(
with the load for actuator with a saliency coefficient Figure 5 shows the power factor and the torque
greater than the unity. characteristics for this control method.

o.,

.44.

o .0 .4 .6 .0 2 0 . .4 .6 .0 2

Fig. 5. Torque and power factor of the control with ilHS
Fig. 3. Power factor with the li-O control method. value of the stator voltage proportional to the speed
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Fig. 6. General overview of the proposed controller.

The torque-current relation Is practically linear decoupling between the two axes is realized through an
whereas the power factor remains acceptable. appropriate state feedback. The values of V, and V_ are

4. SYWHESIS OF THE DIGITAL CONTROLLER obtained by adding to the outputs of the current
regulators supplementary terms computed by the

The control with cos*oI and the control keeping the RMS decoupling feedback unit.

value of the stator voltage proportional to the speed Furthermore a feedback on the speed regulator s output
can both be achieved by the controller shown in figure of a-well chosen term proportional to the speed K#
6. improves strongly the insensivity of the system against

The difference between the two control metheds is in the load variations.

content of the block called 'computing of 1,, in. The Park and inverse Park transform involved in the

For the control with cosf-1, this block determines if I* control algorithmare performed without lost of time by

is smaller or bigger than the chosen critical-value I* using tabulated values of y-xi cos(x) [1,6].

of I. Then it computes f; and I'. The algorithm is the Another way to control the actuator currents consists in
controlling each phase current by a local feedback loop

following, acting on the corresponding leg of the inverter feeding

If I1.,s 1, 0 is the solution of (8) the motor. The problems related to these local feedback
loops have been investigated in reference [7).

!- 4  i(l-)lp The two proposed control methods are more intricate than

sin$ - (10) the control with idO. Indeed the control with idO can
1(I-P) be achieved by using only one PI regulator for the speed

and one proportional amplifier for the control of I.,
If 1: > 1€, A remains constant and corresponds to the since the condition i4-O may be ensured by an appropriate
value computed from (10) when I;-',- decoupling feedback (23. Furtheimore if the electrical

time constant may be neg.ected, the proportional
For the control with 01S value of the stator voltage amplifier is no more necessary and it is also posoible
proportional to the speed A is determined by solving to avoid current measurements [1).
(9). This yields (11).

5. PERFORMAICES OF THE SYSTEM

1 Jl- I (-p2)l] p1 Simulations allow to compare the performances of the
sinA ( (11) three control fethods discussed in this paper. The

parameters of the simulated actuator are the following

In both cases, i; and 1; are computed from 1; and A. R- I l K, .2,06 V.S/rad

t- sin L' - 0,038 H J 0,08735 kgM
2

(12) L * 0,197 H K, 0,00342 ms

1;- coso Its saliency coefficient p.5 is high. Figure 7 shows the
To reduce the cosputing time, It is possible to tabulate response of the actuator to a step in the speed
the values of i and I' an a function of laccording to reference and to the application of a positive step of

the sor ac i : atorque (nearly equal to 70% of the rated torque) at t-4s
equation or (11) and a negative one at t.6s. If the speed's performances
Id and I; are the references values for tws current are similar for the three control algorithms, figures
regulators which are here two PI regulators. The 7.c and 7.d show the improvement of the power factor
synthesis of these two regulators Is easy if a achieved by the proposed control algorithms.
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The use of control.algorith=s which cantainthe power
w- ffactor-close of unity is justified only for actuators-

with a saliency coefficient sigificatively greater than

control method renains the cost intirestirn one for
* oactuators without saliency.
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AROBUSTPOSITIN CbROLLER FORA DC DRIVE 1MIG SLIDING MODE
ANWAI4 AOCELAION OBSERVERt

Dentc.JL A.; Masa,JL H.

Av. RovIiwPais 1096 isboa Codex Portugal.

,br"- A simple way for synthesizing a robust positionse
controller fura DC drive is presented. The ,applied metod uses the C
represensuidon of the system. -1he robustness is assured by the use -de.oftlicsliding mode operation. w .1

L INTRODUCflON do,. ,ce )B
In this paper is presented a principle of syteszigarbt (4)

position coteaoller fora DC drive using sliding mo&e This method
enablesto define inaneay ay the omsmutaton law that aesurcs u - Vago (S) ; S - KC.+ K.,+ Kyerrequired'perforntanccn artd the robustness of the system. This '7 (5)
comuation laws mposes that acorrect acquisition of the position,
speed and accelerttion is possible. Concerning implementation, the The dynamic of the system is now represented by equation
acceleration valor may put some practical problems, because a large (6), if the sliding mode control is effective.
frequency bandwidth transducer is not available and noise level do
not enable us to compote the speed derivative. To overcome this e~
dtaback, an acceleraion observer is used,,+2tCOC + to 00e0  0 (6)

Experimental results show the good perfoetares achie-ved
with the proposed method for Position regulation and for position M. ]IMPLEENTATIONtracking.

UI. IHEOREIICAL STUDY As indiested by equations (3) and (4) and concerningimplementation, it is necessary to measure the acceleratton value.
The system is based 0n0a separated excited DC motor and is This my put some practical problems, because a large frequencybandwidth transducer is not available and noise level do not enablerepresented by the equations (1), where TXt) is the lond torque. us to compute the speed derivative. To overcome this drawback, an

observer for the external input (torque T and also parameter
K#,I4±~+u variatins) isused. This signal iscombined with the true measureof

TI-1; -LThe model of this observer, also used in reference [S), is as[dw K, y~ follow.
do [8.gb+g5 oi+g 2 1 t

This model reslts from the application of circuit thesry laws - i
and is deliberatelysimplified. In practice, the magneticciresit is not l(K i -
linesrand therecexists parmeter varitios . (7)

The model described by equations (i) is simple. However, it
is not the more adequate to synthesizesa robust position controller. where g is a theoretically free chosen parameter.
For this purpose, it is useful to chuse another state variables: the
position 0, speed we and acceleration y. It is important to refer that IV. EXPERIMENTAL RESULTS
the acceleration reports a 'large quantity of information", because Experimental results were obtained using a 1.5 kV separatedthis variable contains informsation about the current and also about excited DC motor supplied by a four quadrants GTO DC/DCthe load torque. This new model is obtained by ,be diphomorfism
represented by equations (2), which could be obtained in an converter The output variable 0 is measure by a shaft incremental
systemaitic way like refired in [I I an 121, encoder. To measure the speed i t was also used thin encoder and a

dedicate electronic ci rcuit [61. The pertuirbation torque Tis generated[0-0 bysa gearbox connected pendulum, as the one presented on figure 1.

Y- Tt (2) at

Using the error values (3), the system will be represented by
equations (4). 02 a1

e000,0 .0 eC..0,1 .s Cr"Od*.Y (3)
With the result stated by (4) and using as applied voltage the

value given by (5) where the commutation law S is a linear function Fi.I-Pendulum used as motor loud.
of the errors, a robust tracking position contrul is achieved. This Fg
remult is is according with another one theoretically presented in The error signal S of equatlrn (5) with the current limitation is
reference [3). formed using a simple electronic circuit like the one presented on
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figure 2 yabokdiagram. Hovbverjonetm notetelal the
tr odenug regifiur s ilator

ail In ,ed= ie refene changes. Lc. for rtacking
applications,it iz necessary to consider the first andisecond 0 2 - ----------
derivatives of the referetice, as it is shnb yTec zfmna
results in figure"onbteerttena

+' + SWx 0o

2 4  - ------- 
--

0 . t 1.5 2

Fig. 2-Fsor clditingblockia'foraregulatrapliation.Tt, s
;so ~~Fig5 Position and current evolution whten a steprfrnei

applied. ~rfrnei
'In figure 6 the error is presentedwhen a30% variation on field

cureat is made. The result sosthe inscnsitivi to Kpaianiter,

1 .25 2.'s a25 S

a) first andscond derivatives of the reference are not considered.

--2n

Ti.. (sIa 1.S Z 37 5

b) first and second derivatives of the reference are considered Ti.. C.)

Fig. 3 - Experimeotal recording of the position error when a Fig. 6 - lErrorand current evolution when a field current variation is
sinusoidal reference is applied [&f - 0.3 sin(2nV2.S)). generated. V OCUIN
There are minor motives that cause the error presented in V OCUIN

figure 3-b), foe instance the frequency limitation in the DC/DC Theoretical study and experimental results show that the
converter, and the approximate mesure of the speed hlowever, this proposed principle for synthesizing a position controller ts easily
error is mainly doe to low Pass filter characteristics of 'the applied and gives good performance for regulatton or tracinog
accelemtion observei In figure 4this fact is underlined by the error applications. Insensitivity concerning parameters and supply
evolution whena sudden action at the pentdulum is made. voltages changes and also perturbation due to load variationtis

achieved by the application of the sliding mode control with a
Z. 20suitable choice of the commutation law.

Restrictions in the performances are only imposed by the
physics of the system atrd the availability of direct mesures of the

o state variables. At a aecondaty level restrictions are also imposed by
the execution of the control electronies. '
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B. Robyns .F. Labrique H..Buyse

Universitd Catholique de Louvain .
Laboritoli d'El-trotchriique et-d'ITistrumentation

Bitiment Haxwell - Place du Levant, 3, r B-1348 Louvain-la-Heuve
Belgium

Abtract - This paper deals with the stability analysis
of anelectrical drive system based on a PH synchronous -
actuator with field oriented control when field - .. ....-
orientation is performed through a decoupling state
feedback. It is shown that thiuse in the decouplfng 0 Ud. "
state feedback of predicted values of the actuator Ra+Lds
currents instead of measured ones Improves substantially
the stability of the system.

1. INTRODUCTION

This paper deals with the stability analysis of an PLd
electrical drive system based on a PM synchronous
actuator with, field oriented control when field 1
orientation Is performed In open loop by using an q K +
appropriate decoupling state feedback (1,2).
As field orientation is performed in open loop, its
effectiveness depends on the uncertainties on the
actuator',sparametersand on the errors on the measured
or computed values of the speed and the currents.

The aim of this paper is to Investigate the effect of
these uncertainties on the stability of the system. The
study is performed by considering surface mounted PH fig. I. Block diagram of a PH synchronous
actuoors which present negligible electrical time actuator without dampers,
constants, feedback the d axis voltage must be equal to
The male result arising from the study is that the
stability ofthe-s ystem Is substantially Improved by Ud ' -

P 
k Lq *P (3)

using for the computation of the decoupling feedback When the d axis current is equal to zero, the block
predicted values of the currents instead of measured diagram of the q axis becomes similar to that of a DC
ones. machine and the speed can be controlled by using a PI

controller which generates the q axis voltage.
2. ACTUATOR MODELLINIG Tho above mentioned strategy leads normally to a digital

controller. An example of implementation organisedThe Park equations cf a P synchronous actuator without around two 8 bits MCS 80Sl microcontrollers is describeddamper windings reduce to in reference (I.

1 ' + j l) 4. STABILITY ANALYSIS
P

u p4
. IQ,*L~ l K,D With the selected control strategy, the value of the d

T. K, IQ + (t.,)t 'q(2) axis current depends directly on the precision In the
In these equations generation of the voltage Ud according to equation (3).
- Ld and LQ are the self inductances of the d and q In order to investigate the effects on the system
armature equivalent windings stability of an error on the value of UO, It Is assumed
R, Is,the resistance of an armature winding that this voltage Is determined by using an estimated
K, the torque-constant value of Lq, 

t
,, affected by an error AL0.-8. the angular position of the rotor and . its

velocity L; L0 *1+ AL0q (4)
- 2P the number of poles- s the Laplace operator. In this case, If the discretisatlon inherent to digital

control and the small electrical time constants of the

The corresponding block-diagram is given In full line in dq axes are neglected, one gets the block diagram of
figure I. In this'figureT, is the load torque and J Is figure 2 for the q axis.
the Inertia of the actuator's rotor and of the It can be seen In this figure that the error on L
mechanical load, Introduces a positive feedback loop If ALQ O. As this

3. CONTROL STRATEGY feedback depends of the square of the rotor speed, the
tendency of the systea to be unstable increase rapidly

In thr, dq frame, field orientation is achleved when id IS with the speed.
equ , to zero. This can be performed in open loop by By linearising about a steady state working point the
In iroducing an appropriate state feedback (shown in equations corresponding to the block diagram of figure
b ken line in figure 1). According to this state 2, one gets the following -quaton:
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and

A KT + G if) i > 0 (8.b)Atq < -p2 2P I"

K AL, > d p22_ I, If iq. < 0 (8. c)

Fig. 2. Block diagram ofthe qzaxis, In equations (8) G is the gain of the P1 controllers.
with an unperfect decoupling. One must-notice that condition (8.a) is identical to

condition (7.a). Conditions (8.b) and (8.c) are less

A Srestrictive than (7.b) and (7.c).
-+C S I + Figure 3 shows the stability limits according to

with equatibons (8;a), (8.b)'and,(8.c) for the system given in

A- appendix. It'can be seen that at high speed-(6000 RPM),
d~ pi an error of 1.76% in excess on t is sufficient to cause

K, - t Ld AL, P Iinstability.

B (6)

K1(K - LdALt P
2
2) iq,)

JR,(I - Ld AL, P2

KI(Kj - L-AL, P1 2 ,) 0cb

In this-equation, SU, 61, 04 and ST. are the variations 0 in
of the different variables about their steady state . .5L

vaunes U., iw, t. and I,.
The system shown In figure 2 is intrinsically stable if
the real part of the-pole of the transfer function (5)
is negative. This Implies the follan conditions on MCao o the y

L,<L (7.a)
P-

R2 z

and

At - P L I 2. > ( Fig. 3. Stability limit in the (AL./Lt, speed) plane.
R, Simulations of the system have allowed to confirm the

above centlonned theoretical results, In these

At > K, if. < 0 (7.c) csoulations, the sampling period of the digital
L, controller has been taken smil enough (0,Smn) in order

2 p 2), iW to reduce Its influence on the behaviour of the system
since It has been neglected in the theoretital analysis.
Figures 4.a and 4.b show the response to a step in the

Condition (7.a) which Is rdependunt of the Current is speed reference from 0 to 6000 RPM and to the sudden
application of i load torque equal to the rated torque

the must constraining one as it depends from the inverse at t,3s.
of the speed's square. In figure 4.a, the decoupling feedback is coputed by

In paragraph 3 It has been mentioned that the speed ing 4.a, the ss te r y
control may be achieved with a PI controller. The design connidering L-=,OIL0 ; at 6000 RPM the systes rens
of this controller has been described in reference (1]. stable even if one may notice some oscillations during
The application of the Routh lurwitz criterion to the the transient, In figure 4.b, the decoupling feedback is
Closed loop system yields the following conditions for computed by considering L,-I,025L, and according to the
the stability of the system, theoretical analysis the system becomes unstable.

1 It is worthy of note that the condition (7.a), (or
AL4 < (8.a) (8.a)), is corresponding to an electrical instability.

- P2 . Indeed, If one assumes that the speed is constant one
gets from figure 2
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F .... °' A eKrrm o oEuation (11, doesn't it rduce ap limitationeo the
A A P ! ' j'I 1, If the mechanical part of the system is taken into

Paccount, the curves correspondig to the limit of
-! stability in-the (AL.'4 , speed) plane become those of

I V -figure 5. It a& be easily seen that te system
stability is strongly increased. This is. clearly

'4q-.6lL, t..25 apparent iin figure 6.- Indeed, this figure shows the
response of the system'to a step inthe reference speed
aod'to'the'sudden'applc~tton 'of a load toique equal to
the rated torque at t-0,3s, by assuming an errerof 50%

__ (/ on the estimated value of t (A.O,t). It can be seen
o 2 04 0 0 0.0- 0o.4 Se that-the system remains stable

S- - b I: eo )'

Fig 4. Simulation~of the'dynamic behaviour of the "
system using a measured-value of iq.

R ,q - , (9 ) 6Y t4o~

The denominator of (9) is positive when condition (7.a) 0
Is met. 0 0 o 0 4 06

5. DECOUPLING BWSED ON ANl ESTIMATED VAtUE OF i0  Fig. 6. Simulation of the dynamic behaviour of the
systen u~ing an estinated value of i .

By replacing In the 
computation of Ud the measured 

value

of i, by an estimed value 1, (1,2) 6. CONCLUSION

7. (10) In this paper, one has investigated the stability of an

R, electrical drive system based on PH synchronous
one gets, if the speed is assumed to be constant actuator with field oriented control if field

orientation is performed through a decoupling state
L~tL feedback. It is shown that it is necessary to use, in

So--- , * this feedback, a predicted value of the q axis current

S,6 (11) instead of a measured one in order to avoid a to high
R2 + P

0 
4.n. L 0 sensitivity of the system to modelling uncertainties as

concern its limit of stability. The theoretical results
have been validated by-digital simulation.
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APPENDIX

Parameters of the simulated actuator

-c Rated power 2 kW
Rated speed :6009 RPM
P -3

R, -0,550 KI  0,297 Nm/A

d  21,2 l J • 6.10
. 
kgnu

Fig. 5. Stability limit In the (At,/i., speed) plane, tq 2,2 di K -9,S.1O
s 
Nms/rad
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AN ON-LINE FFT IMPLEMENTATION FOR A PARALLEL COMPUTER
SIMULATION OF'AVSI-IM RAI TRACTION DRIVE '

R. JOHN HILL and FENGTAI HUANG
.1

'School of Electrical Engineering.Universty of Bath. 1
Clavefton Down Bath BA, 7AY. England

'Ab.tra - A on-line'Interactiv e FFT calculation of the schemes are available which have the effect of reducing or

harmonic spectra of the voltage and current variables in a -minimising-harmonic'istorthon of the'supply current and

VSI-IM rall traction drive simulation ispresented. The motor voltage waveforms. However;,these involve sudden
implementaion is on a parallel computer and is user-driven change of the modulation :ratio and/or index at certain
by arfreeze and display' command. Simulation results are speeds, which leadsto poor harmonic performance at the
give for the spectraofthe line and motor current waveforms 'changeover point.
during syhcnroous PWM operation of the drive;

- c * vous.c &W.,r
I. INTR OoUCTION 7 vDC *

A major simulation task in a VSI-IM rail traction drive is to-
determine tfe' harmonic performance as the VSI modulation
strategy is changed. Cdonsequently, most industrial
simulators based on" PCs or workstations incorporate a
harmonic analysis~facility to continuouslydisplay the spectra
of the main electrical and mechanical variables throughout
the traction duty cycle. The problem addressed in this paper
is to provide a flexible selection facdty. under interactive user
control, for the extraction of harmonic information during the
simulation of a such a traction drive. Fig, 1. VSI-IM rail traction drive.

In' the paper, a parallel-computer' based VSI-IM rail
traction drive simulator is outined, 'The software structure to 'The converter-motor system model, fully described in
enable on-line window definition -and extrictlor6 of FFT- reference [1), simulates the filter, VSI and IM, The IM is
derived spectra in real time Is then descnbed. 'The proedure modelled in the time domain by sotting up and solving the
is carried out under user-interactive contro via afreeze d motor differential equations. Transformabon to a fixed D-0
display facility. Simple results for the harmonic spectra of axis model is then achieved giving the model equation in
input and motor currents during synchronous PWM operation terms of the Laplace operator p as
in the acceleraton period of the drive are then presented, +V]-.{[R]+O'[G]+[L. )}{I (1)

II. CONVERTER-MOTOR SYSTEM MODELLING where [V], 01 are the direct and quadrature variable matrices.
[R), [L), [G] are the elements of the IM rotor and stator

The VSI-IM rail traction drive modelled is illustrated In Figure equivalent circuits, and 6 is the rotor speed. The input DC
1 It isoperated under practical conditions with a thiree-part filter is modelled as part of the IM impedance matnx. thus
duty cycle, From standstill to motor base speed, the IM is including the system input current and DC link voltage as
driven at constant flux; this Is followed by constant power additional state variables. The solution of Equatron (1) is
motion, with a final region of reduced power up to maximum obtained by the method of elgenvalues. Thc model is then
speed. To achieve this duty cycle, the inverter is operated by solved for each of the six VSI device conduction modes using
PWM to the base speed (asynchronous PWM at startup, nodal equations and matching boundary conditions.
followid by synchronous PWM), and thence by quasi-square- Typical results for startup from rest are shown in Frgure 2.
wave modulation. In the PWM region, various modulation The transition from asynchronous tosynchronous PWM at

*e @4 se o a s o . o. *".,, a 90 94 9, * 0,, 9.

Fig. 2. Simulator outputs for one-second traction drive acceleration penod.
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about 04 a is dearly showvi.-ae is6re viitrns ifryiptt e irrrtra
current and torque as the drive acceerates.

Ill. ON-LINE FFT GENERATION

The simulator has been implemented on'a .68020-based "parallel coinputeii [2). The task structure is shown in Figure 3. coin cs

The procedure to Initiate a FFT calculation is to initialise the 5de' ad
system by keyboard command, and to defineithe time window I i

4-of.interest by selecting.the.starting,instant-, the sampling
interval and the number of points. The master program then, ._._................
informsr the 'calculatortask;that-, the, FFT -calculation- is --
underway. The parallel sbcture of th 'simulatoir ensures the
FFT andmodel calculations- proceed, simultaneously,
although the FFT itself is calculated serially.

MASERSMAfON

ag omutabo ofteFTi ae nth oly~ky Fg. System input and motor line currents arid FFT spectra
aorhm3]developed by Brigham,r4]. The algorithm. . .

impemetaionisacheved by a main program, which is a The system input and motor line currents in Figure 2 have
roh ftesimulation model. with a subroutine to perform been windowed as shown and subjected to FFT analysis.
theFoul~eranayssThe main program pases the data' set The results..Figure 5, alhow the mbtor line CUrrent as almost

(signal amplitude, total window: angle) a nd th'e number of sinusoidal, vth more harmonics in th~e input current. Shown
points (in binary) to the subroutine, where the sine/cosine are the amplitude of the most significant harmonic, and the
value table is set up, apd the calculations arid sums modulation frequency (2.9 Hz), real time (0.871 a), and
performed, the r'esults boeing returned to the main routine. 'calculation time (45 a).The procedure requlres the input function to be
represented in 2N points (Figure 4). An N-point traform is IV. DISCUSSION AND CONCLUSIONS
used to c npute the real and Imaginary parts, Xr(n) and Xi(n),
of the discrete Fourier bansform. Measurement of periodic signal parameters is generally

subject to errors from spectral leakage and harmonicinterference, Normally, interpolatiow n algorithms are used tominimise these errors. Careful choice of samplng frequencyits a sbun w sinel and truncation enelope is thus required. The use of fiat-top

windows, as descibed byH Salvatore and Trotta [5a, is
p il t retege curreniy being investigated to reduce rrors.
Th e rhe sut has pcnc iv onvenient, flexle tool

"l i sub1 which has enabled harmonic kroduction at switching
* ) -iY-iN.r.l I ii.o , I transitions between various forms of PWM to be investigated.

-cw ) vPl • P)2-RliZei| V. REFERENCES

Fig. 4. FFT algorith. x(k).hs), g(k),R(n),1(n) are rea;y(k), 1] Hill R.J. and Huang Fu On-line simulator for transient
Y(n)areconplexk'-0, .... 2N-1,andk, W) 0,. ..N-. behaviour ofinverterfed induction motor traction drives

P.-oc. IMACS-TUI '90, Nancy. 19-21 Sept, 1990, pp. 417-22.An, advantage of the Cooley-Tukey algorithm is (2] Hill R.J. and Huang F.: Performance prediction of
reduction in the number of multplications and additons i the inverter-induction motor drives for DC-fed railways. 4th tnt
computation, However this is at the expense of the need to Conf. PEVSDf London. 17-19 July 1990. Pp 529-33
de-scramble the output data. Thus after the values have 13 Cooley JW. and Tukey J.W.. An algorithm for machinebeen returned by the subroutne, the main routine separates calculation of complex Fourier eries Math Computation,

S the frequencies to return the completed harmonic analysis Apr. 1985. v. 19. pp. 297,501.
result to the simulation program for console display. The (41 Brigham EO.. Thee Fast Fourier Transform Englewood
algorithm used to drive the results In natural order uses the Cliffs N J: Prentice-Hall 1974.
decimation in time tecanique (4). where powers of exp-l12n/N) [5] Salvatore I and Trott a A Flat-top windows for PWM
are provided in the ce,rrect order needed for computation, waveform processing via DFT P~oc lEE, Nov 1988, v 1358,
thus eriminating the need for extenalve Storage tables. n 6, pp. 346-61.
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A new Method for-direct digital Control of thyristors Converters.
Presentation. Modelling.
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t Rbotlque~(C.N.R S ',U.A. D 1375).
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Abstract.

A new strateiy-with-varying sequences for-thyristors
converterssuitable for digital control Is presented.
Modelling (in sampled data sense) Is given and a
synthesis method Is proposed.

Introduction: Analog versus Digital Control of
Converter.o.do

Analog control of thyristors converters (in
rectifier or invertei mode) 'has a long history and Is
well known. Classical modelling and synthesis with
linear modelling are often used. but rigourus modelling
of these devices leads to non-linear, sampled data
equations (/3/. /4/. /5/). The most remarquable

property Is that the converter realizes in fact an 4)analog-digital conversion; thi Instant of sampling Is b

Identical with the Instant of control, so the system Fig. I:Direct digital control of a thyristor converter.
has no delay. This Is a good property with regard with (a) strategy with a delay which can be greater than
the stability This Is' partlcvlary Important for fast the period.(b) strategy with a delay smaller than the
regulations as carrent~regulations which are here taken period.
into consideration, 

period.

With digital control the prob'em becomes different. We see that this delay varies between O,and three
The designer must choose a strategy. Conceptually, the periods of the converter. The delay does not exist in
most easy is an *hybrid stategy' where the digital analog control, And It Is well known that a delay has
component 'slmulate' an analog control: with a had effects on the stability of closed loop systems.
frequency as high as possible, the digital component This is particulary dangerous here because the delay
generates the same signals as the analog component. can be greather than one period (see flg.la). And when
This strategy has some good properties (no delay, good the delay Is very large, the digital control can lead
stability), but' the microprocessor is always computing to regulation having a very poor stability margin.
the signals. So it as no time for other activities
relating to high level and this Is good only If the That Is the reason why we propose a new direct

* control frequency is effectively high with regard with digital control with varying sequence which Is choosen
the frequency of the converter (300 liz In Europa). This so that the delay Is always smaller than a period of
strategy Is not optimal but It has some advantages and the controller. Fig.lb gives the principal of the
is often used. control: the synchronization Instant Is "adaptative

and depends on the value of the firing angle (in the
The strategy proposed here will employ some classical sense). FIg.2 defines the varying sequences

advantages of digital control: at each period of the We observe 4 different sequences.
converter the digital component makes the measurement (1) 0 a 4k < x/6 (2) x/6 s ? < v/2
one time and the control Is computed also one time, So (3) x/2 0 T < Sx/6 (4) Sx/6 s V < i
the digital component ham tlme for other activitates In this case, the delay Is always smaller as one
But the questions are. Choice of the sampling instants, period, thus with simplo algirlthms (P.I. for example),
Determination of the contol algorithm, which is deduced we can have good dynamical behaviour (deadbeat respons.
from the properties of: The modelling of the system. for example).

A SPECIFIC SMATEGY FOR TiHYISTORS (C)NVRTE XNTIROL, SAMPLED DATA MODELLING.

For thysistors converters we must remark that at Then we propose a mathematical method to model the
each instant It Is possible to fire three different system In the sons of the sampled data system theory,
thyrlstors. With analog control the sequence is Imposed and we deduce from this modelling a method for compute
and normally only one thyrIstors Is accessible. For the parameters of the cortroller (by choosing the
digital controllers the freedom Is more Important and location of the poles ). We consider small perturbation
the three thyristors are effectively eligible, around the steady-state. and we notez

The most Immediate strategy is the f,)ilowing: we s

choose the *natural firing instant- (cf./I/). The lI(t I(n) - I + (n)
figure I shows that the delay t between the sampling Thus a structural diagram of the system Is given by
Instant and the effective control instant (tho firing flg,3a, the supply (thyristors converters and pulses

instant) depends on the firing angle: generator) of a Resistance-Inductance (R-L) Is

t t- t * 4/( controlled by a digital control. An equivalent scheme
Is given by fig,3b where we distinguish: the electrical
tice constant T. L / R and the delay of the control:
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reset to zero at the end of each period (cf./3/) . Thus
we can control the meaA vialue of the current, which is
in practice the yalue of Interest.

rig 4 present the structural diagram and the
equivalent scheme of the current control with
measurepient of -the mean v~alue (It. and k..are the

, gains'of the-AID converter. P'ig.S gives the snape of
the ~Current and of J (the current Integral). The
modelling of this system-lu the following. TOe current
equation Is the same an previous. The Integral Is
directly defined In sampled data soonse:

t

It con be demonstrated that the equation relative
6 .O/( ~ ~~,to small perturbatirn around an operating point Is

SJOn i) - o.5(n-l) - 13.61(n) (6)

with a, - T .e/eo - 1), g 3 T .(l-e). Then the

V ~ ~ r ~ cmlete modelling of thi system in given by (4) and
by'

au (no1) - A.4(n) - p~au (n) -K .K .V(n+l) (7)

Pt y(K.k .k. K mKisirI

The closed-loop transfert function 1s.

V/1 4 4 4O" V -/9 svw eeC Z ,eo - C ot -
Flg.2: Digital control of a thyriotor converter SYNTIS.
with modification of the firl'ag sequience.

t -tn. algbrac clculs o riouru (nn lie can choose two roots equal to zero to obtain the
t~ ~ algbrac clcuus o riours (on- deadbeat response. Thus the parameters must verifyt

linear) equations gives the value Of the converter gain eO+ A 0 and e JA-Z.A- 0. And the solution is.
(In sampled data sense)0

K. I -h(o 1 (2) Ki 1/ I/ T1c.0 (9)
where MO.) - Z.sin x/6,sin 0. Is the discontinuity of T(.).ke * (co/C 1.(1-c.eO)/(l-e ) (10)

the supply voltage at the firing instant; the term wobevthtj(ad,)epnsnteoerig

denotes the conversion coefficient between the output Pon (sefg6 adK dpnsstnly fth

signal u. of the controller and the firing delay, operating point if the conversion factor Is a constant
(linear flrlng). but varies lightly If the conversion

so dt' / dv. factor Is a sine (cosino firing, see flg.6).
In practice, we will consider two output conversionn. Fig,? gives dynamical experimental behaviour of the
- linear u - u (I - 2 'I'/). a0- -x / 2,u.u system. The observed performances are good.

- cosine U- - u -Cos T. V 0 .) - / u sin Z OLTHUJSION.

The transfert function relative to small W aepooe ouin t aepolm
pertrbaions10:related to digital control of thyristors converters.

61(nol) w e. 81(n) + es / ed i(-h / L).d (4) a= choice of the synchronization Instants with
withco *exp( -T/T) , b1 *ep(- t/ T 1 adaptative sequences. and how to regulate currents with

high r~pple. Wie have proposed a precise sampled-data
mode iling and given formulas to Optimize the dynamic

MONYML OFTI HMr. a culTi . behaviour. The modelling can be generalized to
discontinuous mode. lepiementatlon validates the

A problem Is dua to the fact that on one period the theoretical previsions,
current Is measured only one time, so we have no
sufficient Information on the value of the current If
It has a big ripple (thin Is specially Important In
discontinuous mod, ). Thus we propose to use the
Integral value (in analog sense) of the current with a

S I au T.TI
00~~ bV _ . %a

F1g.3: Structural diagram (a), and equivalent scheme (hi
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controller /

.~r dgita * J hR

i (a) 0/A ~LJ
I k1.J 421eset

e 0 L

Flg.5: Shapes of cr

aj rent I and of Its Integral
In continuous (a) and

(b) z ilscontinuous mode Wb

Flg.4 :schefes of a current control Including a K
imeasrement-of the mean value of the current. s\ .
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Moellitng and Voltage Feedback Control of fie Injected Current Predictive Modulator

of a DC-AC Parallel Resonauit Converter --

J. Fernanrdo Silva. B. V. Borges arid J. Santana

I.S.T. I I.N.I C.. D E E C. U4quinas Elictritrs i Electrdia di Potirrcta
Av. Itovlsco Pals 1095 Usboa Codex

PORTUGAL

ABSRACT -No adequate model is knowit, fo the authors, for -

the d) "si behaviourstdy of the in ecd curet pedice mod-
Wauxtr for a resonant DC-AC conventer. An approacht, based into v
pred nccoio ssi used to obtain a cot1arli oe
loop line = modl f heDCAC convetner, sith aprle co
high freqitency link, uited to high power levels. Theoretical and

Teuse of the reonn prnil inD.A oercneso

asbeen increased intels e erleadingtonwmres-1
phitiate ad efiien tpolgis.However, inmotrth .te

plyi ocnrlte uptcretoacyclocoinveter driven by a )
current fed parallel reseont brtidge invetlrjhe predictie mod- Fig.! 1) DC-AC contrrer with output cirlocnracrr and parallel
lator controls the comnrer outptut current, bust, in most eisviron- -high frequency link. H) a) CQVlIont11- input oscillating
mefs, output voltage control is also needed. In otlder to achieve vobe n b) ouiput ,nsrhred vllage.
this, the modulator still requies additional output voltage
regulators, Ahich munst be designed with the aid of a suitable small3.MDLIGTENJC DCUR Tsignal transfer function. The definition of this modulator transfer3.MDLIGTENEC DCU ET
function presents the interesting problem of butilding a predictive PElIIVE MODULATOR
control model, adequate for-the output voltage regulator The control circuit described is a good example of a discrete
Implementation, using simple linear f&dback theory. Viec feasibility syIstemr, but none of the well known models for discrete systems is
or this control method has already been deroonst ated with easy to use, due mainly to the difficuilt calculation of the steady
experimental results presented by one of the authors (11. state gain. The difficulty arises from the system complexity

(inductive current souree, parallel resonant LC, load and output fl-
2. INJECTED CURRENT PREDITVE MODULATOR: te. , with a probable fourth order transfer function with a non

PRINCIPLES OF OPERATION predictise non current mode modulator), coupled to the current
mode predictive nmodulator, and to the lsrge fluctuations of the

The operation of this modulator can be briefly reviewed as fol- osllaing voltage amplitude of rte parallel resonant circuit These
lows. Tht whole DCAC convener, inclarditg the output cydlocon- isrge variations also prevent the use of a control method based on
wisecr is a line commutated circuit. Hencet semiconductor commu~itta- the pkinciple of a progranmmed waveform PWIN modulator 121
tion is perforated only at the oscillating voltage zero crossing points
of the current fed parallel resonaEt bridge inverter, in order to However, being a discrete system, with the best possible Iran-
reduce switching losses. Therefore, thec output voltage waveformi is sient performanice that can ever be expected, the output current (i5),
made with half sinusoids of both polarities or nreIt voltage (fig.[). will follow the reference current (6re0 in the neat (ill) half cycle
Thus, during each half cycl: of high frequency Input voltage, the 131. Therefore, it man be written:
cycloconverter has only three possible output voltages or modes of 0da)O, -6Ir, (1)
operation: (1) full positive half cycle voltage ; (2) full negative half
cycle voltage; (3) null vc~tage (freewheeling). In the beginning of where (i)~~is the output current due to trigger angle an-
each half cycle, one of this three operation modes is seleised in
order to inject, in the load and output filters, a certain desired From (1), (no t-rO(iat.Using the Taylor
currect. sre xasomn h reslto n1 ti band11

This is aeceopllished by the modulator, whose current preic. sre pn ron h iesisinOei i band1
tsr, it theernd of each output voltage half period, calculates the pe.dI)
dictable variation, for the next half cycle, of the cycloconvertereout. I) *i)+ (01. o,~~+ 2
pet enterer foe nil the three operation ffiodes. Current prediction is 0

tt d0  don
accomplished hy calculating the three output current first time
derivatives, due to the thee possible output voltages. The operation Taking only the first two terms of the series, approximating
moide fur the nest half cycle is defined by the comoparison of the derivative. by finite differences and with some algebraic manipula-
three predicted output currents and the reference or desired output tin, equation (2) gives:
current value (1,,). The control circuitry(3elects the mode that will 00i)o 0

leadto the nearest current value, and a logic circuitry triggers the Wer (l0 0  + dl! Tm (3I emconductor devices, with a certain discrete trigger angle (a).
suitable to establish the desired circuit topology. This process is re. %%here 1j0 )u0 represents the actal output current due ts trigger an--peated each half cycle and the decision taken can niot be changed glainhfcyenndl istshlfyleimvlu.Ts
until the enid of the nest half cycle. lainhlcylnadT istshlfyleimvlu.hs
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Cqaarin jossifie why the preiie modelator. prevzously butilt, Experimnental re gulatsowni urct;4 
ad5conitrm the coi-

t tkssamplecs or (lo)oa. amd or the input and output voltages. rc cloc fteI' rgltratgte wt t aaees
Those samples allow the caculation, or the 3 possible ri di ple, is also %ay accurate However, a discrete model should he
detiva:ive of the output cumr=t ad correspoding time inercmntts; !jed fm thi sipl linear contiinuous model. for determining
to foratkecur(iO0a. 1. the stability of the tooveri. This subject wtill he discussed in detail

Marm: ; -S.C.%tc~isarrcm i,.Otagaodwis in afuture wo&
a Practical constant, calculated by the ratio 1 /V1%, it is C.2 V11 1191V S92 -MAm~

(wan g'n' il uT4,r (4) 1 1 4 1i 1 1 1

Ibtisequion shoi that in the steady state'diewhole DACI I I 1 1 1
convrteris a uarcon&tctance mpifr( i. -gv,).Thisconcdu- J 4. -I- -I-1 - -
stict con' he supported by simulationi atid expernmenta results,
shown ittfgure 2. i ,

10 u.e in -. ia1Z
- F31.3 VIdtW 9.. V 2.08 .. Ml -Sisi.,

ioj i .~#
-'o;..~J

simataion b) Fipersnnral resut. 1 1 I 1 1 1 1

The small signal model can be obtained applying Laplace - - ---------- - -

transfoon totesmall signal equation from (3) sohids give= '

W(s -gm F4.5Eperinental resulrs. Reference voltage and output sollage
(a) I +sTm 5 a) .SqarC 92ate input b) Rise time and er[Shoot,

The prvosequation moans that the cooveoter can be seen as a
transcondsctance operational amplifier, with a dominant pole
whose frequency is lI(2.TTO).

4. SYNTHESIZING THE VOLTAGE FEEDBACK S. CONCLUSION
REGULATOR A sutable model was preaented for the injected current

The simple model obtained allows the use of conventional predictive modulator, employed to control the output current of a
linear feedback- control theory to implement the voltage regulator cyclocetnverter driven by a current fed parallel resonant bridge
The block diagram of the circuit usea a P. L regulator (ig 3),%%shtch inverter. The whole DC-AC converter is theoretically treated as a
allows zero steady state error and fast transient response. transcondactance amplifier, and experimental results confirm, the

J.' it validity of this model and its usefulness to synthesize voltage
+' .0- 

8  feedback regulator with very good transient response.
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Fig.4 Experimental results: Output filter voltage to and
c)clocnwsrter output mo~dulatrd voltage v,.
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MODELLING AND CO&TROL OF~ A I'LILE WIDTH M0OLA1T) HMG POWER OPERATIONAL AMPLIFIER

FERNANDO SILVA.-J.

1LST./LILIJC. D ECMhjtinsEteettims eEledsurda nptatcia
Av. Ftovsco Pais IM9 tUsboaCodex

POTU1GAL

ABSTRACT-A lnea small signal model for the association Ofra 'The open loop dynamic model can be obtained assutning the
half-bridge inventle and a centa mdode pulse width modulator, is statistical mean value for the modulator discrete delay, T.~
introduced. The model is suitable to easily synthesize the feedback (Tm.TpiA,t2 whiere Tmvs is the penod of the AVM cattier fire-
loops needed to obtain a four quadrant inveter, with GoT thytistots quency). This gives i,,gmvccs I n, as the dynsamic model. Ap-
switched at I KHz. wltdt then performs as an operational amplifier. proximating the exponenitial by the fitst two terms of the ex Thylor
However, this contintumus model is no convenient for the stability series expansion, which is valid for sT,0.6, it is obtained a domi-
prediction; so it is also presented a discrete model, with the same nant pole continueus linear model (industrial model) 12), for the
steady state gait', andi used in deternining the oonvitner stability. association invetter-modulator
Theoretical and expetimental results concerning both opemational i~)--~vs I
amplifier perfotmance and stability,ate presented. i0( 1AST-V S

1. INTRODUCTION 8.g,(B

Voltage inveters (DC-AC pomer convetners) are the maitselec-
tronic sub-system of the now, widely used unintertuptible power 4-
supply, and are also the fundamental system of most variable speed
drives with induction moo. Although in nmost voltage invetters 2'
the control proess is %ell established giving acceptable capabili-
ties, reeently there has been a demand for bea.tr reliability and per. 0 -
fotrmance. This fact led to the implementation of the control 1 10, 100 f(lla) 1000
method, named PNWM dual current mode instantaneous voltage
feedback control [II Jjhilst a substantial amount of work has been
invested in studying the inttinsir stability of the modulator princi- Fig I £queritratal open loop frequncy respose. Note that the
ple, as far as the anther is aware, little effort has bees dose both on frequency ofthe thetoretical pole is closed to the
the modelling of the modulator when included in a feedback con- f~ic-Y Oftlt exprimnta Ione7 (Tp tnf - IMS).
trolled system and on the process stability study. This work trim to These assumptions are validated experimentally by figures I and 2
fill this gap, so adequate models for dynamic behaviour design and
stability attalsis of the current mode modulator controlledi system
are propeseit. tSS 0V 2UY -n.,a,. -tSee*

A dominant pale continuous linear model, applied to the current 1 .......
mode modulator, is refered, due to its quasi-uiniveisal applicability , t j i
to pawer convetters, and to its simplicity, which allows a correct -

feedictk control design, even for the non specialist. Hlowever, -- -1
stability analysis theoretical results obtained with the continuous - -r F
model do tPot match experimental onecs, so the model is not suitable l ~ ~ i l
for stability studies. Therefore, a discrete model is also presented,:7 tL iz:1 .

and found to be well suited foistahilt analysis. However, it is -

more cumbersome for feedback regulator design, although it -- *--~ -

repeoduces the same parameter values. -

2. CONTINUOUS LINEAR MODULATOR MODEL fig.2 Open loop espenmrntal results. Reference ithage ve and
AND INSTANTANEOUS VOLTAGE otput current i4.

FEEDBACK REGULATION. To control the inverter output voltage Vn, the use of a
Tficdua cutcn4modemodlato coparpropotional integral (P. 1.) regulator, handling the error between

Tuedua cureo mde oduato copaes a signal the voltage reference ye and the output voltage instantaneous value
proportional to the inverter output filter and foad current, with two v0. guarantees zero steady state error and sufficiently fast transient
voltage levels vC+V. and v, V.'here ve is the error voltage value response. The whbole inverer block dragram is shown on figure 3
at the modulator input and V. is a constant voltage tliat must be
larger than a voltage propottinal to the half maximum output V -\ F -TuV 9. e1 i W
current ripple. A i'edicated logic circuitry associates the companison _U 1i;TT5isLR .t V
results with a fixed frequency two phase clock, deciding, in each Pt t T ti$T

period, which power semoiconductors must be turned on or off,L
synchronoisly with the two clock phases, and which roust be turned
Off or on upon the comparison results, thns varying the duty-cycle. Fig.3 Block diagram of the toltage controlled systemx
In this way, this fixed frequency modulator allltws four quadrant
converter operation and provides output current auto-cltpptng Cancelling the pole, dependent on the load resistance R. and C,
capahility(IJ. of the LC output filter, with the zeroof the P.1. regulator:

The association, power inverter-dual current mode PNWisI TZ, CoRo . (2)
modulator with instantaneous output current value sampling, can be a 2'0 order closed loop transfer function can be written
approxmately described in the steady state, continuous operation,
by the equation, In gm~v,, where 'u is the output current mean YAW V/ox,
valor per period, ve is the control voltage, and gn is the association v. 5) T Tpr ~ T__(3)
related constant (transconductauce). Thus, the converter is I S

2
+ t s + I

equivalent to a voltage (ye) controlled current source (or sink) with (=gs~ Ovt~
transconductance g,, or tt operational transconductance atnpltfier wNhere the damping factor must have a value close to t-N[7/2, to
(OTA).
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~oi~ ~id~ 1 ~ p~ flletinductor. 1bcn, the ideal sampler must be followed by a
obanlwo r -o i atrso -Tm conttinuous lag wuith- gain g. and time enit tTp-%I The sampling

T$ - 2a,g.RT,- (4) freqaency is the fixed frequency of the two phase: doek ( lj'ws -

The equations (2) and (4), togethter with the proper tuning of the I/TpWM ), and it will be assumed constant. This, is a valid -

LC output filter for 40 dB tipple carrier rejection [31, allow the assumption. if there is only interest in deternining the conditions

Ild', (20dBl). rmaximumi power bandwidth'of 120 Hz (DC to 120 ,

Hz), smsall signal bandwidth of 160 Hz (fig. 4) and good static and 11 R.s~ "otwt

dynamic perforsmances, which cati be seen in the experimental, G2 StT c
results presented (ig.S5 and 6Q. G1 G2 Lt G
VO(dB) 22

. - LA
r20.

Fig.7.Discrereimpulsemnodel f e vaoltageconnroled sjsrecL

A tceeZ transform based thortifal study shows that the
16- discreteopent loop tiansfer fuctron TF*(r) is (fig.?):
14 zz0TF(z) - G 2G3 Gt(z)- K()
12

1 10 100 f(Hz) 1000 there K T,,I~/r~~ r(hMC~)adc.e-)
FigAE oerlnial dosed loop transfer lloscion. Equating the expression (5) to minus one (using the modifted

n SVA.. Slv so A.-291 Routh-Hlurwitz critetion), the critical gain &e can be calculated, and
i-- by root locus analysis technics, the instability frequency rok. can he

determined: the root Incas (fig 8s) crosses the unitary circle in the
__ J~ L ± ipoint (.1,0), then oiefps'w -, .Therefore:

- ,r -iRe

IFigJ Closed loop etperlosctal results: Sitnsoidal
reference e and osuut to ltages.

The usefulness of the simple continuous model for feedback
* syssthesisjustifies its presentation in this work (for divulgation pur- Fig 8 a)Thooreoical root lcis and b) esperimownral mnstbility

oes), us it can be a fitst order model for most power converters.
is aV14.. asH IF .. , sa~w-

[t 4, [ K 2(cril) ; o We ' (6)

... {.J ~Instability at this frequency (half the sampling frequency) or
I tt .... L L.4..Nyquist instability ,verified in practice (fig, 8h), is due to the sys-

I I. 1111tern discrete nature, but is not predicted by the continuous linear
Ii jlimodel presented in section 2. This model predicts oscillations at a

-I----t- -gain dependent frequency always bellow half of the sampling
; v-T r K..i _ frequency. 4.CONCLUSION

a) I [1 1It I This work presents two models for the dual cu'rrent mode
"?s*V4 w as*eto tI ..11111 na 0i instantaneous voltage feedback inverter. For the design of the P.1.

I regulator, the whole DC.AC conveiter is theoretically best treated
:1 ------ asna tronsconductance, nsplifiefwith a diominant pole. Experimental

ts ..jV - -- - -t- results confirm the validity of this model and its usefulness to
synthesize voltage feedback regulator with very good transient
response. Experimental results also show good performance levels

- - -- i *due to the instantaneous feedback dual current mode PWMII -- -modulator and voltage feedback P.1. regulator. Nevertheless, thisL I0~ model predicts wreong crtical gains und oscillating frequency.
l~h~ For studying the closed loop system stability, the DC-AC

______rrr_ I converter b: best treated us anideal sampler followed by a lag. Ti
Fig 6 Closed loop evermnnal results a) Tria ngular reference ve model inab~c the correct calculation of the critical gals and the

and output v,, b)pulse rejerrnce vr and output v, epne oscillaion frequenc '. which is verified in practice, but riquires a
3. ODUATR DSCRTEIMPLSEMO epAnDe great satheinalical effort to evaluate the P.1. regulator parameters.

STABILITY ANALYSIS REFERENCES:
To detettmine a linear incremenial model which accurately I I]. Anunciada. A. V , Atl. M. Silva, A new current mode control

accounts for the discrete action of the dual current modulator process and applications, PESC Record, ppt 1-12,1989.
principle, let us consider only infinitesimal pertsrbations Avg, that
originate ulso infinitesimal perturbations in the duty-cycle and [2!. Femnando Silva, I3, Conversor electronico de potincia coos
henct: on the inverter output pulsed voltage V. These pertutbattous tiristores GTO pars emulao8o degesciores de tensdn e filtros,
have the form of infinitesimal narrow pulses, so they' can be ENDIEL 89 STI,pp. 227-238, 1989.
replaced by 6 functions (Dirae impulses) multiplied by the pulse [31. Fernando S;iva, J., Controlo preditivo poe siosulaqdo Pams
area. The incremental output voltage of the power inverter cac, rectificudores coos eltmina~oc de faihas de comnutao5o, Doctor
thus, be modelized by an ideal sampler (fig 7), which samples AV, Degree Thesis in Electical and Computer Erigineiccing, Instituto
at the commutation instant. The perturbatins on the output current Superior Ticuico, Lisboa, 1989.
,meats value, liuked to theae pulses, see delayed by the output LC
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DIGITAL SIMULATION OF THE PWM VOLTAGE CONVERTER

-CONECTDTOTHE AC MAINS

P. Y EH N

Av. Roviscio Pais 1096 Lisboa Codlex; Portugal

ibtat Tlpaeprsnsdtieanglobal moesfrte = IK .I i hw hteprmna ad theoretical
siultin fte WMvotaeconverter connected to the AC Mains. rutsaein good agreemnit.

Conentonal cotersoram/D ionrders arelliedin perfitndancd ejg. 2 e~ e.g.~ e ;e 1 (5 g)e~
llonlcommutation prosysessh vn orfit haig owier --hg

nu e micneronto sd with aeplcntrolle att- off;r The SYSTEfe fuMOn ,ga Dg5 aE nLINGa ucinsta a
mehd hoeialslsos iewt theue ofeforc ed m tatind goad A assethe vaus , acrdn o h sae fechcnvrera

toesad expe hmnalrues a h eed onhes compaereds. whcaedenetfth PM otrlrui.T steyretm
be cassfie intwogeneal ~ie~ crre T h fuciors ofethied modltion indtem sat adiofbtes piwe anlesic.

dsaactdsien131~ onvrtes 4).Volag covereehav usfu Eqton- e vI o a e ritt en ing ph see vlags a ytemransfothred
con IbesUaied fe 2.in is aigtec202 n itvotgswt h

-neaninsoidlcureutavearm efThet esfaetndin eacfs~ (2)-
Covntoa AC fsor qAODra oertsaion tdi eromne c (192c ~~r~c - 3-g9o
du .tDte linommutationos.Thaven of" ihfighsi (3)r hg

hrqec eicdutioa pwce, tra e conilt roleveratin thei-f whertranse ucin i 2adg r o. rfntosta a
low direction al o the's oC link current. to n su etevle ,1acrigt h tt fec ovre i
Phtehis e odel firt thes cultonres2) whcaedpnet of the PWVM conro ag (gsg. 2g2 (g1+g5) ar tm

Pvtag conivetters cne cd sto fied~ ins gengra Thees istret f uction of the tree inducto eqatn of the ACier and
convrtes ad votag covertrs 4).Voltge onvrter hae theu E saio r eqatn of wrthen uCsidg i tha e tae moel() Irnsf thin

near.. siiodl curen wavmeefniohetoineenrmACcrrnsarseee.

flo diretie ofh eC lin crrnt

2 2' f 2&djg 2g3

Ths aerprsnt sm moel 6rtesmltrn+ftePI f I gi 0" _3 f4

Fi oltage conve er connected to the AC mains . nsomdi r f V
Ile. introduction of th he nut r eqain 1fth Csd n

wher thecto eqaCo reeie teche aC suppl givesD volhg state moe C) Inti
Seea 1ppioi1 re posdble specall ine AC/D conversion, deC curns r eee.

An diVta cicutslTe inp t -f thi sT ur C ) th modlaio
inexIra, an )tepwr nl esr d ente an n

the AC fudmntlcn ertevoaes Tw ealdad w lbl Teiogoa2 oes(nsaeadi akscodnts r
moesae 1rse.3 Tu rtdie d moeiCytmsae otie rmtecrrsodn ealdmdl yngetn h
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III. TIMESLULATiON PROGRAMN

The program implemented allows global nd detailed simulation in
explicit Ettler.Hackwaed formulas (7 and 8) are used. ...... -

l+i dt 0 ~ dt Vidt,
'l+ ~ ~ it -V (7

X _____ "f-'d I- (a) Experirantad b ealdSmltoc C atiue iulto

i, ~ ~dl n 1 (ne rphase voltage, linecustrent)

- tdt l+i ~ 1 + dt

e d dd- dt I )t
The system is simulated with a fixi'd modulation index I,,(e.g. Z ----------
without the reactive power controller).ibe c& controHer is a P1 -1111t designed to allow low overshoot and fast response. Equationscorresponding to this controller are integrated by the Euler Forwiaid
method. (a) Expetimental (b) Detailed Simulation

IV. ESULTS Figure 4. Response with improper controller parameters.

The results of the Park's model and the~'system stale model are (fncurtpwrage
equivalent. In Loth cases, the global models are five times faster than
detailed models. The numeric stbility isy' erygood V. CONCLUSION

* The DC voltage controller parameters were rele-,ed in order to have a
natural frequency ssnIO rail/s usd a damping ratio t-0.7, in closed Personal computer algorithms foe the simulation of the voltage
loop. For DC voltage control, experimental and theoretical results converter connected lt he AC mains were presented. Two detailed
obtained with both models are shown in ig 2usnd 3. If the controller and two global models have been presented, whose equations were

pamseets~sre odfid t sch wy tatth n'tm rqec 5  
integtated by an explicit backward method. The results of simulation

is increased, a malfunction occurs causing DC components In AC line wr oisa iheteietlrslsotie rmalbrtr
currnts fi4. he lobl mdelals coflins hu alfncton. The models and the program presented are well adapted to the

experimental prototype, beingsa valuable tool for system dynamics
and regulation studies.
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F 1 [4) Verdelho, P.; Marques, G.; (1990), "General control system of
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(b) Detailed Simulation (c) Global Simulation
Figure 2. Response to a DC voltage reference variation (ISO- 120V)

* I -AO line current -2.- DC voltage 3 - Power angle
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THE Gi2NEIS OF UNCHARACrERISTIC HARMONICS ARISING FROM'

SIX-PULSE'ACT5C POWER CONVERTERS -

L Piermi ' *! Y. J. Wane, WFewIlet*

mathematical relation betweenvhsioonTechntensity and37heudegreerof
unblace cn b 38talihe snd revaewed 380. GreolFac

Athought -Uharacteristic harmonic currents aroduceaed by ac Sk '[U/Pta'Ua)(Ubb]-/ 2)
sxplpwrconverters are often negl ected ecno hir yrlatel
insignifiAn quantitivesanaompared th thatct of chrcs esi Sin/-p l(J +c2U /(U b (22
houation.cth manceun th nchactistchon freqanels
hmic is qreeted igh si alnce fnarso providd Ufor' 0 I1+LL
un rpo characteristcha enis ' therefo r f ignificant uc arac tec 1 It 3
voltagemaric ay appwenr heoi pinteo nstmnd couplngre ofO
uspecallyce whan supl systsem possrevseswoe dege ofunalnc. enratwvehaeantsdeiatv

in vogifata orimeancetuies pare gwit~ unt fcharacteristic 0
harmsonics, ofe sixpaei convertrapcompsicatedni frmiueatiens
neeiaes qitenhghsivecptaiolert o ardmpoied anayri
euncieadactcarmoe nis aTool eforensigncnt a unahyar.cisnotief icnt 4
vaolableaaia harmonic isyadea a 5 oct t ah e p intofcm on acoupn , the2 0
wisplfed s Com stmutaosurrent foni deento of bathnc E Ccent achp and t ervtv
inch arer ii an eSuisdaigwt uncharacteristichasoictrnsfa xpue
hamnc sxplconverters udnaaedvlal ancompiicatedn ecactatio i
develp e Fovrltoer unbalarnce fcmtr fvlaead ~ Driaofdvaion intras Teocosighoiiesotg
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(1-actan ec t a sulatin o ci nveaer rhation. Finallyothe
efficis~en t ndaccrtds olf alt ien t ithmalysi, phas nhit betweenn thre phSes U ) (n/.n3.

t6o aecayse ofrntsecr sheid halfe peio sym etr ofhe chrntaavfd, n
Invig.able traptcal a vei tidiels oth ae nto aeformund 04aehxresdes
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4
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2
:a=5nnIa2](05T)i

commutation i s oid bastaigtlnd. nee cuaeful Forevn.1 0410217 4
angle 0t, 0nd 042 13c Sro eac Ithe cu t naacdand be shoniul tha temthe supplconsdertion fo theeffct o votageunblanc upn lie~vltag sytem isa pefctlylaned P2-01 and a03 r qa, 20 40

ecrosstaiongs Figtac. hosacffient ameo s f etermingc the curnt adtefhrmoncuenty otorer 3,pbato of Fo.rierl
fagles buren w avteforo crong o ineTi mi o dei e itheir sis o the nc atertic ie h harmonic oo nentha oodin

norml nlse du icsolageanblanc. Atringl forsie byL'0 , careeent beween, dith curr seacal ulanthe brpeoi curendtb
P2, 0, 02 and 4. eulTealultinlefit I asne of gitsses digiale isimations wo.asbe bmetd sto id the moe ere

whre shown.iae fain g basrfene *h a
8

ersevotginrsalntI the It OId/Ma~jt A't'O- 0"F0 32iNE0A02 ANCFS (
dueito angle fur and m rectn espnetiely the lawrofpcosines hr lvsnnjj2j(nprZ:a2ji~ t/)/nP )

girlves ue Volt olaeublac.Atiagefredb ~ agen ubalaene nd rctnc i naacarerulated i 5 nd orde
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trelate uncharacteristic harmonics with unbalance factors UBFV x3= 0 06 pu, wNOc is a unbalance unrealisticaslly large Fig 3
and UB~r,. clearly illustrates that, when r is very~ small, o3 is dominated by'(,

f ano_- unbalance factor of three-phase voltage Asc'e increases to the value where the ratio'e 5/k, is less thas 10. the

If UBEV Lst defined as the ratio of negative sequence component to effect of-C5 ts replaced by n, It shond be noted that the curve of
Positive seqauce component. Oc'.

UBP~~V1V-e~e (6) -c~0 is above other curves when -rv is large. This is indeed the
UBFVattenuation efect of rommutanion reactances.

'Mhe magnitude C5 and phase 0O can be mote easily calcu~lated from
the masgnitndes of line voltages by solving the eqations [71,VCNI tI

QX24.y2.X..Y.Xy+I)/Qf+Y+1)
2 .(Cv 2)/4 (7) An analytical muodel for the detenasination of both characteristic and

(-43)(X-Y)(XsY-2) ctan 0, (8) sfncharcteeissic current of a six-pulse converter under voltage and
U~AJ ~ UcaUhr(9) reactance unbalance has been developed. The model resolves the

X - lb(bc Y= U /Ub (9 cases of the production of uncharacteristic- harmontcs into
sign(sin 0) -sign(X-Y) (10) functional (the deviation of 01, 02, 03 and 04 due to voltage

With Eq (7)4(l0), C0 and 0, have one-to-one cotrespondance with unbalance) and structural (the asymmetry of g,~ and g2 due to
X and Y if Ubr is taken as reference (I OP U ). Uuhb and U. can be reactance unbalance) perturbations. An application of the model, the

solved from Tn and 0., relation between liso unbalance factors and a harmonic indicator cii,:1 is -presented, It is cenclnded that the model is useful for clear
15 Cnimistn liactnce1 ibalace Th unalane fcto of explanatioin of the genesis nf uncharacteristic harmonics and is
reacauca isdefned imiar t ~ hat s. *~ applicable to the harmonic problems concrning ssx-pulso

where, 'and 0,usre detetmined by Eqs. (7).(10) by ssbstituing the

thre~psserectacesn~ x2 nod 3 fr sh.llh ad Ua. nd (11 Arun G. Phadke & James 11. Harlow, 'Generation of
and 0. fore.,v and 0v. Itsis not difficult to -how that (xt' x2. 3 and Abnormal Ilarmonti is High-Voltae C-DC Powier

hav oe~o~oe otespndnc whre
5
ae" l ~ Systems', Itii rnsn AS, Vol PA - No. , Mar

h~iO' aveoet-n orsodnc hdxv, (j+X 1968, pp 873-883
+.\)/3 Tat sfro %, 0 an x,,.thecomuttin agle A 12 3. Reeve & P. C. S, Krishnayya. "Unsual Current

It2 of line cutrent can be found. IEETas nPS Vol. PAS.07, No. 3, Mar 1968,
p.883-893

C. Relation between lHrmonics and Unbalance Factors -The [31 J. Reeve, J A. Baron & P. C. S. Krtshnayya, 'A General
msathemsatical developmaent of U15F, and UIIF5 allows to "ilculac In Approach to Hlarmonic Current Generation by HIVDC

from xC0 ,x n .,poie that x., is given and Ub t mum Converters", IEETras, on PAS.Vol, PAS-f 0. No 7, July
00,C5 nd 0~,providd U~e1969. pp 0- 9

as reference. In fact, in Eq. (S). it can be seen that UBF,' affects (4) R. Itci, '-Computer Simulation of Haremnics
Interaction Effects between AC/DC Converters", Prc

mainly 01. 02, 03 and 04, and U15F5 affects a., and aii1 The Intern, Svntnosiiim onEPCPS, CAPRI, May 24-26 1989,
sepeiratton of the effects of UBPv and Ulr. is Useful tn the Cassino, Italy
following asseziment. Moreover, as the unishicarstit hacmrits [5] A Datvtd Graliam & Emil T Schonholeer, "Line Ilarmoiis os
cutrents are unbalaacedl, it is isonvenient to define a hasrmonic Converters with DC-Motor Loads" IEE Trns. .to IA Vol.

IA-19, No 1. )an/Feb 1983. pp.04 -93
intensity indicator it hat reflects the effct oftheepbase armtoic (6) L. psereat, Y. J. Wang & R. cueillet, 'Analytical Study of
cutrents. a s defined as: Uncharacteristic harmonics resulting from AC/DC

_____________________Couveeer, MICU I .lBudapet. Oct. 1990
ci 100' ((1In2 tt

2  I -Jcn(fa 12+1 th1
2+ 1,12)1 (11) (7] L. Picinat& . p. Meyer, "Unbalancelcor, itisassimple as

n -3, 9, 15, 21.. AlC", RO (Revu~e Of v/tle iIRecttritf). N
5

6, pp. 10-26.
It clear that the relation between on~ and unbalance factors is June 1987

described implicitly by Eqs. (1)-fl 1),

IV, EFFERCTS OF USNBSALANCES ON 01 4 .38

Both unbalance factors are composed of their msagnitudes (C,, T.u) i

and phases (0v. Ox), Although not included in thin paper, it can be : t 40%

shown that 001$s a strong function of C0 and Cu bet a weak fuisction 30%

of 0. and 0., Futhermore#tmost industrial standards set limises for " ' ~ I i
C0v and it, bus not for Ov and Ox. Therefore, illis reasonable to L-
ceircentrate our study on the influences of cvi andrxt. Fig. 3 shows [:t

the variation of 03 versus Tv, with Cu as the parmeter. Note that 7, It

for Wa, on is always bounded by 03. The values given in Fig. 3 4irr'"l "t 5 5'' ( 6 ,
are computed under the following conditions; V-1.0 pu; 'std- pu; 2

cxn30
0
; Xave=O.l pu: 0,-60'; and 0Oe30. Note ihat Cx=40%, EW,2. 03as fuetiosof C5

Ox-30
5 

and xA0,-O.l pu correspond toxnnOll pa. x2=0.1 pu and
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CO'MPARISCN 6Y SIhMATION BETWEEN ANALOGICAL AND) OPTIMAL- CONTROL

Ofr STATICVAR CO4',EJSATOR

H. AIOROUAYECE C.&FNA4 J. M. KAUJPPSAJOJ

Electricit6 de France G.R.G.T.So -lgaz ALGERDr o

Algere Dir. dos Eteset Recherches IGE Parc Technologlque
1, A. du Gn6ral de.Gaulle 2. avenue Jean Moulin
92141 CLAHART - France 90000 BELFORT - France

A a The aim of this paper Is to show that a
stabilizing signal proportional to the transmission
line power flow 1arlatlons added in the SVC voltage CD
regulator. Increaser the dynamic stability of powuer
systems.
. IWO klndsLof Signals are studie here; the design
of the first one uses an analogical method and the

second signal Is achieved by using an optimal adaptive 1
control. This last gives good results for small
disturbances. In case of high magnitude perturbations.
the analogical method can be more efficient.

V 
.

The Integration of a far away power piant to an
existing network creates always stability problems. To
solve it. sophistlcated generator control systems
(excitation control with auxiliary signals and fast
valving in the generator) are often used. IHowcvcr, when a
long lines are considered, these control technics are

not sufficiently effective to avoid instablllty. S "l L
reactive power compensation is reartod to.

Voltage keeping can be carried out by reactive
power control and It Is well known that the use of fig I: Block diagram of the adaptive control.

static VAR cospensators involves high reactive power
control performances. However. maintaining a constant
voltago Is not sufficient In many cases to obtain a II 5icd power e

good damping of the power system oscillations; a
stabilizing signal Is then required. it Is simply considered a generator feeding a

In this paper. we propose to Introduce an medium power system through a transformer and a long
auxiliary signal In the SVC voltage regulator, transmission line. The power system Is assimilated to

preportional to the transmission line power flow an Infinite bus bar with a short circuit reactor. Two

i variation. This auxiliary signal could be conceived by loads are alsc plugged In. Ta generator comprises a

the analogical method I1I or by usig a modern method synchronous machine with its excitation and governor
as the adaptive control (31. These two approaches will control. These are chosen without any sophisticated
be compared in different conditions. port which can mak the compensator effect. The SVC Is

connected at the middle of the line.

The studied VC consists of flxod capactors an
thyrlstor controlled reactors and has been chosen for
the rapidity of Its response and Its possiblity to
lead and lag reactive power. Within the linear control
range. it Is assimilated to a variable susceptance B.

The stabilizing signal is proportional to the c n
transmission line power flow variation at the point of Utaa no aoes
connexion of the SVC. A filtering Is necessary at the T w
output of the measurement block.

Among the various methods. the self turning fig 2z The studied power system.
control method Is the most feasible In terms of
Implementation and it can be used for no-minimum phase
systems. The process is Identified by use of an Ill 11L results

algorithm based on a least square recursive method with
a Issing factor. The optimal control minimizes a Simulations have been done with a multimachine
quadratic Index performance 21141. The block diagram transient stability progra developped at Electricltd

is given on figure I de Franco.
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applying a negative step of 5%,on the.refrene'of thegeneraior excitation control, the power system' presents

an Instability When the SVC Is added, the oscilla.lens
are slightly damped but It Is hot sufficient to 4 -=-=I

stabilize the generator. '1 AT 1
When the ahalogical signal is- Incorporated- 

into T I

the SVC. the oscillations are significantly daped. The
curve b on figure 3 has been obtained for a gain of, the

additibnal loop equal to 5, but an increase makes the Z
signal less efficient. L

The adaptativ; signal gives better results as It _ __

can be seen on curve a. The oscillations are damped
rapidly (after 4.5 s). Moreover, since the adaptative .__J
signal, does, not entail an Immediate response. whlcn -,

analogical signal does. there Is no overvoltage 1 -_ 1 1 ,,
observed at thebginning'I. -\' NI

I I , ! " ! I A I
,- ,,16 I I( I Ih ill -l

I~ b b'a"
I .ia in s, , ,I__

- -- 001.0 2.0 3.0 4.0 5.0 0.0 7,0 0.0 0. 0.0

t i fig 5. Rotoric angle (a) and voltage (b) after a\1 I ' -- -- three-phase short circuit, the SVC Is equipped with an

0.0 &.0 I .. 1. l.a 4.0 ..0 -.,* .c adaptive signal.

fig 3: Rotoric angle, the SVC is equipped with adaptive For the same disturbance, the system Is stabillied
(a) or analogical (b) auxiliary signal. with an anaiogical si al and the best results are get

Two simulations of high magnitude disturbances. for a gain equal to 8.

have been experimentidd a reporting load and a
three-phase short circuit at the output of the group. onIl2I.E

The reporting load consists of the opening of a
portion of the line between the group and the point of it has been shown in this paper that the SVC with
COnnexion of the SVC In ths case the results are an auxiliary signal proportional to variation of power
simia to thse obtained for low disturbances The flow improves dynamic stability. Adaptivo control givesoscillations are better damped and the system Is more much better results tha~n an analogical signal for low
rapidly stabilized with the adaptive signal, magnitude disturbances. Identification still poses a

I I iT .. problem In hard conditions and the adopted algorithm

/Ai [N~ nceds Improving. A~nother solution would be to fix the
parameters during the fault and to use optimal control

i,[a r a smaii delay.

a2 I..ADU-LDGR

IL±.~ ~ ~ ~4I\J/ %nnar..1070 MVA. %
4

Sxq*2.47P.. x'-. 4
v x".a9oo.

a5 h VAMVRO rating !300 H AU T m
. Oms., T.-Sms.

.0 Z 40 .0 .0 0 11H IM 'IMi 5KINOS

I mprovement of power system dynamic stability by static
fg4. ilotoric angle In case of reporting load, the SVC VARl system. Electrical Engineering Japan vol 99n'6

Is equipped with adaptive (a) or analogical (b) signal. 1979 pp si'-S9

In the case of a three-phase sort circuit Commando adaptative. Aspects pratiques, et thdoriquest suppressed after looms, the results obtained with the Ed Hanson 1906

adaptive signal, are not satisfactory. A slight damping [1 H.AII3RXAYECIIE - C OLA - J 14 KAU0TM/JO1
of the Oscillations of the rotor c angle con be Application of adaptive control to static VAR

obse ed. Control reaches quickly tlmt values. This is compensator 10' ASTED MIC Innsbrlck 1991

ciearv on figure Sbo which gives the voltage at the (4) i4.AiIIRlWAYMci
output of the generator. The error obtained at the Stabillsation d'un groupe en antenne au moyen d'n

Identification level grows more and more. coapensateur statique. Thise INPL Nancy - avrll 1990
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[ -POWER CONVERERS WITH RANDOM FIRING ANGLES

Lpit. ,',-Y.J. WanR. Feillet

* Lboatoir6 dTjeftrotechniqui'deGrenobl¢, **ElecitddeFrance,
CNRS UA:355. BP.-46, Domaine Universitaire Division Tech G6nerale, 37 Rue Diderot
38402 SL Martin dI*res, France 38040 Grenoble, France

A .-j -Iis aeIr p rset a simlaio study for th summtiono
random harmonics prodiaced by'a number of i~ndepedent h armonic gh(oh) " -hcs2<Th<-hot, Aa _(2-oxt (3)

generators. The' harmonic- generators'considered are 'six-pulse hAa"c-
converters'with random firing angles.At the first stage, a probablisti
converter nrsdel is developed to derive the distribution functions of
the magnitude and phase of harmonic currents for a ssngle converter. Eq. (2) and (3) indicate that the harmonic magmtde and phase are

This is followed by considering the combination effect of harmonics statistically independent although c is the onlyvaymg p ter that
of N converters. The statistical behavior 6f the vectorial sum of N .
harmonics of the same order is analysed and jusufied by the results correlates I wih tp .If lh is expressed in complex form, the

of Monte Carlo simulation. The.potential applications of the physical interpretaton of Ih is obvious: Ibis ind6ed the 
su
m of two

simulation results are also disciused. random currts:

I INTRODUCTI lh -hKcoso(cos(he).jsin(ha)] - (Khi2)[1I.(h+lm +1.1 (4)

Much attention has been given to the problem of random harmonic Each of them has constant magnitude (Khi2) and random phase

summation because of the increasing presence and random features of -(h:l)t .
power electronic installations in power systems. In stationary state,
she stochastic change in the loads of static conveners leads to
stochastic variation ia thecurmeot spectrum. Most publications dealing I IRESULTANT HAPMONICS OF N CONVERTERS
with random harmonics assume that the magnitude and phase ot
harmonics are statistically independent, so a phaor can be resolved A computer program based on Monte Carlo methods [10] has been
into two independent components on x-axis and y-axis, and the wrttten to simulate the resultant harmonic current of N converters
resultant harmonic can consequently be calculated on each axis [ 1-41. (N-1, 2,._10). The converters arc assumed to have the same power
Hence, complicated vectorial summation of random variable become n
simple arithmetic summation for each random component The central ratisgandthe samevariationrangeof a (lO'<a<7O0) V and R

limit theorem is often cited to explain the tendency towards normal both set to be equal to 1.0 as base values. All resultant harmonic

distrtbution for each projection. However, neither the assumption of currents are normalized by a factor of Nlh(mau). so the values fall in
independence between the magnitude and phase of harmonics was the interval [0.1 The normalized resultant hth harmonic current is
assessed, nor the mechanism of harmonic generation of realistic noted as Jh. Note that lh(.m) indicates thr maximum hth harmonic
nonlinear loads was considered. In this paper, a type of realistic
industrial harmonic generator (i.e., six.pulse convener) is modeled current generated by one converter.
and simulated by Monte Carlo methods to evaluate the validity of the Fig. tillustrates the pdfs of the fundamental current for N- 1, 2,
foregoing assumption, and 10. Fig. 2 shows the pds of the 7th harmonic currents for the

same N. It is obvious that the pdl's in Fig. I and Fig. 2 for N-I are
LCONVERTR MODELS identical because of the normalization. In fact, for N-I, normalized
NET MD pdfs are all identical for all h. The analytical formula of fh(

1
h) given

Six-pulse power converter has been widely used in the industry. in Eq. (2) agrees with the simulation results Note that the pdfcurves
Although sophisticated models of this typof onvcrter that take into are not smooth due to inherent characteristics of Monte Carlo
aecont the effect of do current ripple [5] and ommutation [6], are simulations.
available, the simplest model existing in most standard textbooks
ce.g., 171) is employed in this study,. Negligence of commutation and When N increases to about 10. the pdf of fundamental resultant
dx curest ripple may seem restrictive and unrealistic. It has, however, current approaches a normal distrtbuton. This result is not surprising
been studied by simulations that the negligence des not really since the posstble vanraon range of 9s (=A) is cconfmed withi (0',
influence the statistical behavior of resultant harmonics and, 900) and the simulation reduces again the range to (10*.700) Vectorial
moreover, ntakes possible the analytical formulation of their summation of such vectors with little freedom of phase variation
probability density function (pill). Assuming that the commutation a
and ripple effects are neglected and the do load of the convener is approaches evidently their arithetical summation that follows a

resistive, the magnitude and the phase of the hth harmonic current can normsal distibution according to the central limit theorem.

be written respectively as (h-1. 57. 1, 13.) On the other hand, the pdf of the 7th harmonic resultant becomes a
Rayleigh distribution as N increases [9]. Although not illustrated in

Ih(eO - thcosa; gh - "hO (1) the paper, at can be shown that the higher the harmonic order is (from
h>5), the more rapidly the pdf of the resultant harmonic current
approaches a Rayleigh distribution. This phenomenon can be

where Kh-l8(42)V/(hRX
2
), R is the resistance on de side, en the explained by the fact that gh (4phi becomes more and more uniform

firing angle and V the phase voltage in rts value. If the firing angle in the interval [-i, st when the product hAn increases. As long as N

a vanes randomly and uniformly between cEr and 2, then the pdf is large enough to apply the central Umil theorem to the sum of
resolved components, the resultant approaches a Rayleigh distributionoflhan.dj can bobtainedby atransformtionofra.ndonivariables [2],

[81:

It should nevertheless be noted here that gh (9h) is not exactly
1)-- , K 2 uniform in the interval [-x, x] although it is uniform in t-ha 2, -ha ll.
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a Rayleigh distribution to a normal dsitribution.-In our simulatiod,
'N=lO is not large enough to Show the effct ofinexactunfmphe
but is sufficiently large foe the application of the central lii 0heie)-Tepolern of imperfect unifonn 01haie'distbittion is to-sob 37
dicssdin a future paper.

i 'The prediction of harmonic level is important for many applieations,
such as sizing of harmonic filters and'stcp-down transformers.
'reactive power compensation. harmosic penetration analysis, .. and
soon. It is, however,-more desirable to know the statistical
distrtbution of harmonic level than the vilue given by soine other 2N2
sutniuation esitera (t e.;arithnsetc sum,, root sn square,.. etc.). For s
exa'nple, one may wish to know the value for which D% of the time
the resultant hann;6sic curent is smaller than it. D% is often called the
non-exceeding probability and is conventionally chosen to be 99%, -
97.5% or 95% depending on the requirements of the appliration. J

Fig. 3 illustrates the variation of normalized resultant harmonic cntreet
It, at a non-exceeding probability equal to 99% versus the number of Flt pIg Ofs of fundamental currents for
conveners N.7be physical interprctationoflsis indeedte armonic Nt-1, 2, and 10
diversity factor, It can be seen that Jh decreatses with N. When N-10,
the magnitude of the resultant harmuonic current of order 5,7, asd I IA
has 99% of probability to be equal or less than about 60% of their f(JO 37

N-is1;-
YvCONCLSONS

T[he physical intetptitatin of rasdom harmonic cutrents absorbed by
a six-pulse convener is given. The disrpancy between ideal random
phasora and random harnuonics generate by a realistic nonlinear load a .
can consequently be assessed. In general. Rayleigh distribution is a
good approximation ofrmulsant harmoni distibution. The quality of
Rayleigh distribution approximation becomes better when-hActt I ''i E
increases. Good agreement in obtaned between the results of Monte .. ,
Carlo simulation and analytical formulation. T".t mslatioti gives
also information on harmonic diversity factor at a designated 0. Ji~r ... '*1i.iu ~ ,
non-exceeding probability, which is useful for many applications * 0.2 6.4 S6 0
concerning harmonic penetration problems.

E.±g_...Z pfs of the 7th harmonic currents
for N- 1, 2, and 10
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IMPLEMENTING -AN. ELECTRONIC
TOP OLO0GICAL PI0TUbREBOK

VAROL AKMAN, AHNIFT ARiSLAN VWM. RANDOLPH FRANKLIN
Biken lisety Rensselaer Poly'techsnic Institute

Bilkent, 06533 Anlara, Turkey Troy, New York 12180-3590, USA

Abstrct *Translational sweep: the contour is arbitrary and the trajectory
An3 elociroie topological picaso s envisageeas a compat. s a straight line.
eooed nersins of eGce X.: 5ranris' & TbpoatojfPe eo
Spnogeri.Velag(I987). Daiesouk isfullofcomplicatedtrpo_ o -Rotational sweep, The contour is arbitrary and the trajectory is
logiro] figuiro, mostly drawn manallty. Our ultimate gnat in a circle.
to automate the produciori of snob illustrations and to obtain
psbboati-qalty hardoopy nsig assorted techniuques of graph. # Circle, oweep. The contour is circutar and the trajectory is orbs-
kre The presentc paper ran he regarded on a mount first atterpnray
in that dirertion. ttay

*General sseep: Beth the coatour and the trajectory are arbi-

1 INTRODUCTION tay

Several methods exist for generating computer models of real or imag. A aenprofilel generatised cylinder is defired hy an arhitrary dIosed
inary elsj~ct The 'moot popalar approach is to use polygons on low 2Dcontour and an: arbitrary 3-D trajectory [8, ifiJ.llere the 2.0) con-
level primitives which define more compliex objects biuli tour r can he defined in the parametric form on c(v) = qvv),
difficult and time consaming for a designer to defi no an object hy such where v, 5 v :5 V, Ia c(s,) = c(v,). As a parameter, v varies
simple, low level primitiv-es. Therefore, a higter level primitive soch fo ,t ,Te~rmti ucin radrtaeotteys
as a Il-spie (so a BMiet) surfa-ce is preferable, tear. The 3-D trajectory t can be defined isk the paramretric form as

In this paper, thesuggested techiniques fardepresenting 3.1) shapes l(n) = (le(u),la(u),l,(u)), where si :5 a :S uj As a parameter, u
tre all based onsome Lind of sweeping. The implemented program T!, vaiesi froma U, to uj. The parametric functions I_, t. and t, trace out
(which stads for 'Topolog)ook') is a rudimentary graphical work. tetaetr.Frannrfldgnrledcbdr h etu
bench to help topologists illustrate their ideas more effectively. Central moves along the trajectory t.

to or ipieenraronis pardig ofsoli moellng, ia.shae 'he spatial relation between the cantour and the trajectory mnst
swecep + control (131, TI Is written in the C priogrammig languag be defined at every paint of the trajectory. The cantour plane is per-

and~~~~~~~ ~~~~ anasacluSuwostto.Orohrpercvsage pendicular to tit the unil vector taagent to the trajectory. AsCa

or treating related issues, include (2,3,4,5ij, An early)et elegant work fined unit normal la the plane of the trajectory ischosen. Note that
which won inspirational for us is llaomgarit geometric editor N.[ e2 is the vector protduct of cis and ci Cnsequently, iis possibile to

This paper ewes its existence to A T'opologicl Piclatoi. ofgo present a nonprofiled generalised cylinder as a 5 D vector function t,,
K. Francis-a hook that was written to enicourage mathematicians to of two parameters a, Veon
illustrate their work and to help artists to understand the abstract .( V-0(Uv)(A)0()-C(0e& -C3))
ideas expressed by such drawings. Hfere we are running the risk of 3s(~~~uwsniwee.C~)e() un)
oversimplifying Francis' work considerably for we cannot )et match where u, a : u, and r, : v S vj. Hlere, there is a problem if the
lbs quaality and the complexity of lbs figures in that honk, viz, the sursature of she trajectory 'a zero. In thus ease, some approximatios
tou figuces repiodate is i!01- these are knowni as the 'tetrahedral are necessary. For eaample, the diiettioa of lire tanigeat vesora fat the
eight knot' and have to do with Thurston's acclaimed work 5kcf. 1121 first and the last points of the trajeetory caa he selected as dirctioas
for a popular account) in 3-manifolds, of the first and the last segments. For other points, the direction of

A topological pictacehool. may wound somewhat futile vis-li-vis the the vectors on specified by the previous and the neat points ian he
fact that sketching and visual presentation of topological construe. selected,
lins/proofs are slowly losing their stronghold they once held It may If some deformations ace nceesary as a nonprofiled generafised
appear that the science of the 'deformation of shapes' is becoming cykinder by scaling, then a profited geasralised cylinder "a be defined
sterile In terms of figures, llonevec, we believe that ,Leoe is definite on a mathematical model [6, 151. The contour t4o be stated indepen-
plae fur a topological picturehool. of the sort to be described here. dently ia x and p directions, and is determined by ei and ca. Fat
The following excerpt succinctly explains our view [11. each point of the trajectory, two stale fattors S, and S, anu sp.cified

The edaogytha naerks th esireboo, ad wich The scale functions are expressed is terms of the parameter of the
Thepeaggytha udelis te ntreboo, ndwhch trajectoryr S(a) =s(rs), 0 n) whcre iii S a S a, If the scale

I bring out specially here, comes from Bernard Moria of factor is substituted in T., defined is the previous section, thea it will
Straboug. 'icureswitoutforulasmisead fomu- have an effect only as the contour functions, and the resultant profiled

Ion without pictures confuse. I don't know if Blernard genierained cylinder will he defined asn a 5D vector function 3',.
would say It this way, hut IllIs how I hLye underttood
his wetk...lorin'a vivid, pictorial description of his hold Ti~~s(rs)l~)5()S()cal() el(w),Sa(u) c5 (V) eAul),
constructinons han inspired their realicotios in many a draw.
lag, model, computer graphic and flits. Bulbse insists that where at :5 a 5 oj] and Vsy: V e5 rj.
ultirmately, pictorial descriptions should also be clothed in

2 TH SW EP ARADGM lasifictio of2-manifolds is a completely solv ed problem of tepol-
og.Hero we omit classical rutreductions to the sub*Je (cf. Rdngel

A clas ofsolis caled onprjile swelp octs s deined y tw 116 farthat mmndu iseum these resultslt

parametric curves, a 2.0 contour and a 3-0 trajectory. The contour The plant repereenttion of a polyhedron in all the information
ismoved along the trajec tory io generate a parametric surface. A provided by the polygons in the plane repieenetatioa, the pairing uf

damiflationt of sweep objects is gsvea by Broonvoort et at, J$J. the aides and the orientation of the sides (before iduttficatiaaj.



Creez aPoocdres P and is5ouc reets-of Zdm,-
oneddne k"r Thsnc~oerroF .e property of tifte epera
Sijo is skal although they do atn eP = w as T, the urfaceitlfj m -nhged. The edemeniiai qL7 -eai as W5

*SUI (Subdi& osoW im. o ooe) An edgeof thepayledoa
is &dlad into two -e cege by taking -s muon prlx fnh
edge as an additionl Tesnog.2As.ts 

rw L POA
*cdt (Crpato or &.=ion One): 'iS is th Fig 2 wi rp qorcoer
asiosof Sul s CON.-CLUSION-

*SU2 (S-bdiviio of d&=C=500, two) T.wo erice of a polygol 'Ikebitenactioaciftle -7) *W, tbe os- iss !gtkcnad ce
in tke P hedro will be conete a e' , a ua -o ede renfre the inec~g al e c.c ~su
Polygon inotws new polygons. pmlc the onWtr aid a radius. Orr, fuds.!ta- ':= is t* o

*C02 (OComposition is m=e:sion1 two) This Is the re-s OMo- &si Obet =~~~ i f be o she s z L*I c"= &h =7d e sn

atiei of SU2. dsgobesasiherse soin fi ree-foun spgrt axye
Two polyhedra p and F w~e said to he eleraerstosi relatedf if P sgsc~-2 yam 11'.

cnbe trarsoiormed into P by assing a finite m;=-nber of the elntastY
operations SUl, COI, SU2 and C07- A pelyedmon is called ,viexWole References
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MULTI-TiME SCALE-DECOMPOSyII OF TINE SiR'CIIRONOUS
-MACHINE- MODEL
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CRAVIENSEM - 2 Avenusede la For ItH
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a
Singuiar perturbations. model reduction. time scale

- decomposition. synchronous ,machine, sub-subtraisient 
1

p,,d LDmro f:Ilinddig.
belmo D D D iidn -~iS

The modelling of the variable speed drives is so complex that it
MACes their analysis dsfficulL ThiS Complexity is all the greater i
as the machineis ant alternative one. In the case of sytnchmrocus
machines or of trbogencrasors. the odel is nots linea ad 

i

Thes simplifieattions are based on the knosviedge of the physical C

pirnmeon and not on an accurate model analysis. Actually. it Q2.Q
can b, shows thai these-appcoaches ameagregauion ones S-i they '
present the sme draaubacks. the informaitions on the nc~focred
miodes caune he takcen into account. q
Another difftculy isto evaluate the sensitivity of the errors onq
the measured paramecters toward the simplified model This is F, lad-'~smoel.
qutle impossible to achieve when the simplified model is not
obtained by arigouiuss mathematical tcluiqcre is
We proposc a orulftiime scale approach to separate the model into
reduced subsystems which alloss to consider the fast 

LD 2-- 
+i

a synchronous machine. Ln

The equations of a syochronous machise using Park's : _

transformaions can he represenited by the field wioding and the od d-asis
sod sq damper windings in a set of di axis bound to the rotor
(fig. Ia). The moodel is then given by two di equivalent circuits. ra La
(fig Ib). The stator (Ia. ii) and the field excitation (If. rO) ase
separated by the daraper windings. 3 Q Q2M Ln.
The most commonly used simplification neglects the statiz '
resistance (ra = 0), i.e. supposes that the staior magnetic flux Vd v, N- to
and V reach instantaneously the steady srate. Ln
A structural simplification consists is using only one droiper l 2
winding for the d-axis and two for the q-axis (nd' I. 1,
nq -2): in this case, the model is W ithsthe time constants: ai

(7-d. Trq) and (17d, Tq) : respectively the subitassiest and
transient shots-circuit time constants.,~ bFsvl~tcrut
(rdo.Tqo)vadodTqo): respectively the subteunsient and
transientopen circuit time constainms (I +jsTq0 (l4+jsrq%)
A plotting of the frequency characterieeresponses of IlXd (as) and x(s I+sq~l+sq
I/Xq ais) can he computed by:-(. sTq I.0-l)

using model (l). This plotting exhibits two distinct behaviours:

I I (I + sTd5)-(l +jsrd0) transient behaviour sod established behaviour, (fig.2).

4 s~p +sr)and blteteesteeutoso h oe
3X I+sr)( +sd damper winding flux. An additional hypothesis (rest - 0). 12]

valid for the solid-irn rotor, al lows to reduce the model again.
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*4 ~Reactive c=n.. -

, vIj.. .... .

I/I "i. . ..t - ... ,- -,

I I L

I !1 - 1 T 1 1 1

-1 Fr a ,!e poe 'a , i

j.d2- . rea5g3.ur ent c at amctcted from e m e ~

_ ' 1 ! 11 I ,ii iijiIi* 1 1,1ILS ,! 1 il IL.I

.M 2\. - d wi s i nt oT....... i ..

d.107 * e For a salient pole oanhinethe asynchronousosue and tbe
odd S .. rative-cutrent chaneteistics obtained frotn tl stut (lIXd~js)

x -&.Nj a. . . . '". .o ,sa + tIXq(s)) are ploted it fi g 3 for the thre. equivalent
V .249 r ".O 6 Tq. 0A1t r ,vu circuits ( 2 2, 2x3 and 2x4 ). The asynchronous tart igr, ,sm r, osiol r~p.16 ',ioo"' emnphasiea theimpotnance of the patt played by the nutmher of

e.u., r..u .*1 qz s qer damper windings considered in the tmd. The large number of
XM355 rd 0,5479 rX.&Iu 'lqrn1lq r"0191 " tlem shows that the opesration ofa synchronous msachtue can be

All these simplifications are in fact singular perturbation
x&Lis hypothesis.

Xd4,35" 16,."479 X"'.23 sX-.d ,

The mechanical ane electeical parts are decoupled using the stator
synchronous speed Ch.

For a greater number of damper windings (nd= 2, nq *3 The choice of a small parameter multiplying the denvattves
model 2 x 3) some authors [3] have mcasured new time of the fast electrical pans is - = ,s, (4].
constants T"d and lTq smaller than 'd and rq, We have a
larger number of observed dynamics vith different time- Theelecticalequationsarc:
constants. The computational locus curves are similar to the
experimental curves of (3). The new behaviours are called sub-

soUbtansient with the time constants (T'd, Thq) and (T"d, r.q) d
and no on. C)
We hav validated the existence of these different dynamics for
mnodel2 x 4,(rig. 2). IA 00) r.L + WJ

1567

i __ 7 -2 - . . . .



~and y awe vy e flu x e nd taelge V ctTme by

r=( . r ). ... n"~. CQ1.1]Q2 . .... rl. fa. ra)l d + iq +3. m; + I ir -E

A ,JL and J are (ndnq3) x(nd +n+3) matrie

L=(~~) 0 0)

with2x2medces LI ' 0 1 ' The stator fluxes are the fast modes and so are the subiransient~ Lj 1  01 variables. The expression of the quantities Ld arid Lq depends
on the nd and eq numb~r of damper windings .The rotor

L:(nd+nq+l)%(nd+nqi-l) selfeotormatrix. inslwmbshtasetdnnis
M:(od+nq+l)x2 mnutual selfitductaace.

Frthe case nd nq =l1.theeigenvalues of A (w) aea sciof Cocuin
thee gr]:

j ~ ~ ~ h r 1 1ssingular perturbation reduction of the model sets the dife.s
X .2 2(~ + ffq) behaviours of the synchronous machine in the tight order. The

sub-subtransient modes are in fact transient modes. The damper

~ is the nmsnre ~windings contribute tothese, dynst'cs They are to he taken into
Ht accounatr tm cntatt in the case Of a synchronous machine supplied forI I 1 example by a static converter where the obsenved modes are very

- ua19 fast.

1 1
4 Tr~ ;q Refemnuoe:

and
1 [1) KAMAIIU T. and MAIIN JC (1987) :Turbine generator

models by the finite element method - IMCS -TCI -Laval -
X, ~Quebec -Canada

with: Ilf't.f and Tf-L'f/rf rd. 121 ANDERSON PM. and FOIJAD A. (1980); Power system
control and stability 2nd Ed. lows -Vol. CAS -.29 (11) -782.

The flax advance with three tim scales:
(8'd, TO') : sutransicat flux withc It - ost. 131 CANAY IM. (1988) Physical significance of sub-

unbirannient quantities in. dynamic behaviour of synchronous
(C' ''QI): transient flux with%2= T ' I and machines - lEE Proc.. Vol. 135. n* 6, Nov. 1988.

'l': established flux with t3 - . [41 KOKOTOVIC PV. AND SAUER PW. (1989) : Integral
manifold as a tool for reduced-order modeling of non linear
systems : A synchronous machine case study. IEEE T rons. on

For the ease nd -nq -2, four time scales trust be used And the A.C, Vol. 36. nul 3, March 1989.
damnper windings fluxC oTD,'lQI) and (TD2.'PTO ar transiet 151 (3UESDAOUI It. and lUNG C. (1988) . Simplification of
quantities depending on the reduced dril -2 t /ITDI and the model of a cutrent fed controlled synchronous machine by
%3 -tI/Tt,. the mulititme scales mthl~t INIACS World Congress -
The fbirmer time constats Td and T'q are defined by: Pd Jl 98
TD2 - d. TQ2 -T-q and TD2o=T , 776 .~il 1988. -

For the case nd and nq > 1, the different operations can be
summnauized on the following scheme:
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ABNORMAL MODES OF OPERATION IN DIGITALFILTERS:
A COMPUTER-ASSISTED STUDY

Stanislaw litkowsk and Macie J.Ogorzalek
IMISUE

Department of Electrical Engineering
Academy of Mnming and Metallurgy

alMickiewicza 30

30-059 Krakow, Poland

Abtract-'Using recently developed :oftware package for unco- zI(k+ 1) = Z2 (k) (1)

nventional digital filter analysis we study undesired modes ofope- Z2(k+l) = F[bzz(k)+az2(k)) (2)
ration in second-order digital filters realised in direct form. Apart
from many kinds of parasitic overflow oscillations we confirmed Vhere: a,b e
by computer experiments the existence of se%eral intersting ty- FR-. R, F(o) = o for [si < 1, F(o) = 1 for a _ 1, F(a) = -1
pe of behavior. These include chaotic oscillations and fractal for a : -1 (saturation arithmetic) or F(o) a for 10,1 < 1,
patterns of trajectories in the filter with modular arithmetic and F(s) = a - 2 for ar> 1, F(a) = a + 2 for a _ -1 (modular or
devil's staircase changes in periods of oscillations in the filter 2's complement arithmetic).
,ith saturation arithmetic. Some new bifurcation phenomena like
"fan-type" bifurcation sequences have also been found. Fractal structure of trajectories in

the filter with modular arithmetic

Intodtion Among very interesting dynamic behaviours encountered in
the filter with modular arithmetic the most interesting is the cha-

Abnormal modes of operation in signal pro, -asing circuits, otic motion observed for 6 = -1 and various a parameters (21. In
both analog and digital, for a long time attracted attention of Figure I we present a trajectory observed in oursimulation expe-
scient,io . In digital systems the problems of quantisation effects riments for a = 05 and initial conditions x, = -. 6135,X2 = -Xi,
and overflow oscillations have been analysed by many researchers 30000 iterations. It has self-similar structure - repeating, dimim-
(see eg [1), [6), [8]) Chua and Lin [2) reported on aperiodic (cha- shing empty sets of elipse-shape are clearly visible.
otic) oscillations from second order digital filter employing 2's
complement (modulo) arithmetic and operating at the boider of o
the stability domain. Successively in the paper [4] we studied bi-
furcation phenomena in a digital filter with saturation-type adder
overflow characteristic. For the sake of in-depth study of these
phenomena we developed a set of specific computer programs 0
implementing newly developed algorithms [5) for simiulation of
second and third order filters with possibilities of choosing the
%%ay of internal coding of signals and type of arithmetic used.
The following types of analysis have bern implemented so far :

1. Time evolution of system's responses,

2. State-space plots including possibilities of observation of
fractal trajectory structure,

3. Investigations of limit cycles:

e computation of periods of orbits, X 1

* computation of winding numbers of orbits Fig. 1: Chaotic trajectory of a second order digital filter with modular
a computation of basins of attraction of periodi; orbits, overflow characteris.ic for a = 0 5,6 = -1. Note the fractaself-smilar

structure of the limit set.
4, Computation of one-parameter bifurcation Oiagre.ms,

5. Construction of winding number diagrams ('devil's stair. Complex bifurcation sequences in
case") the fi witAU n a t

Below we present chosen results of our simulation studies in Using our simulation package we were able to discover several
second order digital filters whose dynamics are described by a new interesting phenomena in the case of a filter with saturation-
state equation of the form (1-2) In particular our interest is con- type adder overfloN characteristic. First of all we discovered very
centrated on nonlinear effects caused by the adder overflow non- complex bifurcation sequences for the filter operating for some
linearsty. parameter choices outside the linear stability sector [4]. One of

such bifurcation sequences is shown in Fig.2.
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An extremely interesting result of our study of nonlinear dy-
M.-namics o® di5git, filters is the fractal strucure of basins of attrac-

tion of some periodi orbits. For some parameter choices the set

4050 V of initial conditions for orbits appoaching even simple periodic
_____orbits (as we found eg. for a period four orbit) has fractal struc-

ture - its area is finite but the length of its boundary tends to
Coco _u infinity.

X ~ ' : 4 - n ~f Conclusions
20u

Our simulation study revealed extremely interesting pheno-
in a associated with inherent nonlinearities within the digital- , io filter -namely its adder overflow characteristic. The following we

PARAMETER A found most interesting and rejuireing further study:

Eg 2. Typical bifurcatlon sequence observed in the digital filter with * There exist extremely complex (chaotic) trajectories both
saturation arithmetic for the parameter choice outside the itabilty in the case of modular and saturation arithmetic,
sector.

It is worthwhile pointing out the existence of extremely coin- * Fractal, self-similar structures of limit sets of trajectories
plex orbits (probably zineriodic) and unusual bifurcation so- are often encountered,
quences which %e called "fan-type" shown in the magnified pic- * Existence of very complex periodic orbit structure with de-
ture in Fig 3. vi's staircase sequence of changes of winding numbers has

is been confirmed,
1 New bifurcation structures eg. "fan-type" have been found,

os -/,.,,i: ---. Several cases of fractal boundaries of basins of attraction
X- of periodic orbits were found in computer experiments.

o0,

-os. 1 J.Butterwe&k, J.Ritzerfeld, M.Werter" Finite wordlength
-. i effects in digital filters". AEU, No.2, pp.76-89, 1989.

[2) L.O.Chua, T.Lin "Chaos in Digital Filters". IE=E 3-an.
i 2" .i27 -its is5 -1 . z QS, CAS-35, pp 648-658, 1988.

Fig. 3. New "fan-type" bifurcation sequence obsersed in the digital a3] K Falconer "Fractal G Wemetry. Mathematical Foundations
filter with saturation arithmetic, and Appiations". John Wiley & Sons,1990.

For some parameter ranges %e discovered an abundance of [4 Zalias, M.J.Ogorsalck "Bifurcation Phenomena in Sec-
periodic orbits of all periods depending on the parameter value ond Order Digital Filter with Saturation-Type Adder Over-
chosen - the filter reproduces so-called devil's staircase structure flow Characteristic" EEETrans. CAS, CAS-37, No.8,
of changes of orbit winding numbers when changing the bifurca- pp.1068.1070, 1990.lon parameter.• see eg. FigA.

tion pa st r se e FiA.c rs .2 5 e[) Z Galias, S.litkowski, M.J.Ogorzalek "KRAKFIL - a soft-OtS s ,.% W~o roe-- 0 AW VYW A ware toolkit for unconventional digital filter analysis". Sub-
055 umitted for presentation at the European Conference on Cir-

cuit Theory and Design, ECCTD'91, Ielsingor.

6 D.Mitra "Liarge Amplitude Self.sustained Oscillations in
z oo "- D00ercnce Equations which Describe Digital Filter Sections
oz  

Using Saturation Arithmetic". IEEJTranJ.ASSP, ASSP-
_____ 25, pp.1

3 4
-
14 3

, 1977.
cro , 7 [ M.J.Ogorzelek, Z.Galias "Arnold tongues and devil's stair-

case in a digital filter ith saturation arithmetic". (submit-
ted to IEEE Trans. CAS).

-0A5 -A03 -15 .... .i- A .8 A.N.Wiilson 'Limit Cycles Due to Adder Overflow in DigitalPARAMEERFlters IEEE Trans. , CT-19, No 4, pp 312-345, 1972.
Fig. t: Complete devil's staircase ttmctureof sinding numb" changes
obsensed in the digital filter with saturation arithmetic.
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AN EFFICIENT I PI EEATION OF-VARIABLE -INTRCHANGE METHOD FOR THE

SOIUTIONOF -AN- gCkTHOCHEdCAL MACHINING PROBLM

T -u',ZtE + r 2" -- u 0 in '(1)

tn~n v eniveisity,Departmefit of r c r

MathematicsCempus,Malatya, 44D6,TURKEY
with boundary conditions

U=-v <o (2.a)
Abstract-:A two- dimensi6nal electrochemical on the cathode r . a -and
machning-problem whichconsist-of a-circular LtA.o O (2.b)anode placed inside a circular cathode is at the anode s(r,i:).o.
solved using a-variable-interchange method. The second condition which governs the Chan-
The notching of an Initially oircular-anode ge with respect to time-of the anode surface
due to circular cathode is studied by solving is:,

the resulting problem numerically.

1. INTRODUCTION " (2.c)

There are many real-world problems in which Thus, we have a one-phase problem with an
the governing differential equation isknown elliptic type equation and Stefan type boun-
but thesolution domain-is not completely dary condition with-non-

zero 
latent heat.

specified. The termfree-boundary 
problem is

commonly used when the boundary is- stationary
and steady-state problem exists. Moving bound- 3. SOLUTION FROCEDURE'
ries are associated with time-dependent prob- For geometries of the problems which involve
lems and the position of the boundary has to circular boundaries, it is zmore convenient to
be determined as a function of time and work in polar coordinates. Therefore we
space. There are,however, some important require the solution-of the equation~l) in D
problems in which the boundary is moving bounded by r'-a, on which LL=-v and by moving
but the equation is elliptic,i.e. they are interface r-s(8,t) on which LL.O for O, 9 <ir/2
degenerate problems. Examples are provided The additional conditions are:
by problems in electrochemical machining and
the Hale-Sha. flow associated with the injec- U.-O at G.O and W/2. (3)
tion of fluid ihto a narrow channel. The single variable-intrchange(see,Bodway
Therefore, the following discussionis than Cl)) of U(C,Q) to r(u,O) renders the equation
given in the context of degenerate problems. (1) to the following form:
Electroc" ical machining is a technological
process in which a workplice is placed as the rL r +.
anode in an electrolytic cell with a properly r j---) I (
shaped cathodic tool so that a desired shap'e ) a U U ) 9 3UAQ au
of "oathbditc work piece is obtained by the
electrochemical process.
}ougaard(6) gave references to pioneer papers
and determined the stationary anode profile
using complexvariable methods.Chritiansen 2. r
and Rasmussen(ldeveloped a method in which br) (" .± . .i..z.' "
the potential problem was formulated as an - " ou L u - J (4)
integral equation of the first kind.Later,
Hansen and Holm(S)used an integral equation
of the second kind for similar problem.Meyer
(7]developed a method based on the method of However,themoving interface condition on the
lines.Crowley(3) used enthalpy type formula- anode must be transformed into an expression
tion and Elliott E4) proposed an elliptic for the speed of the anode along each ray.
variational inequality formulation for this Therefore, if r- be the non-dinensional posi-
problem. tion vector for the anode surface,then,

In this note, single variable-interchange
method used for the annular electrochemical r Z, S 9 5 1 u
machining problem by the aid of Boadaay's ' -) - m - -" -- r - 4- -
transformation and this implementation isnore tt t 0 8 -z 0
economical computationally on this specificproblem in comparison to its predecessors. It is convenient to repace au/a 0 in terms of

pu/ar.Since, the tangential derivative vani-

shes on the anode, we can write
2. FORWIATION

An approxmate quasi-steady model for the pro-
cess consist of a boundary value problem for
the potential between the electrodes and an
equation relating the change of the anode sur
face to the normal gradient of potential at
the anode.Hence, the mathematical formulation So that the gradient condition on the surface

is lead to
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-~ c),go -tostep,(a); I
s (5) A. JOJMERiCAL BXaIuLE

+To shwteappl~icability of the method,let

Discretization of equations:Forenumerical. so- go-consider the notching or en initially
lutonthetr foied otential-equation ciieular anode due-to circular cathode.Inlutin, te tr1afo~medthis problem,it is eassmed' that the anode(4) niay be discreti2zed and re~irsnged -to surface is ins ulated everywhere, except for

-ied 96(3n/8,5nj'8) andOE01ln/8,13n/8), so thet
yieldit-can-wear eway only-in these two segments.

n yc It is also essumced thet, no undercutting occur
AtrJ~r~)4Btrj "t*t(n2js0O (6), in the notch.Theactual initial electrode-

wher A -surfce areJr-l0 for-cathode and 's(G,O).=9.5
- ~~forthe anode.We~havesectdUO 25 =

7q~r~~~ %/40 and St..4. Figuire 1. sho ,ws a typical
!i result -when the~anode i~sploted after every,

ten tine steps.Because -of.syrmetry, only the
A - a.first quadrant is~given and in order tof3-(i~..magnify the erosion of the anode, the radius'U'r is scaled logarithmical'y-eccording to Ir..

L.~uln(r7/7) where r'is~the scaled value of C*.
'~ The actual depth of the final notch for s(t1/2

'7~~'~~i ~" . 2) s foundto be 7.81 where the correspond-rij .80-ing actual depth of final notch obtained by
- I + . - ,~ Meyer C7b using the method of lines is 7.88.

Su. 040

%,,?L~~~~06 '
7

.I I-___ ________

Ic ±1se 06) 32.

"~L, 0. 2f 4 -08 CATHODE

4. .'So Su. 0.6 V A NODE AT

t120

and I- " is the nth iteration step value of ri.
The -moving boundary- condition given by equa- 00
tion(5) can also bo discretized expilicitly
to give

050k 000 O 016 (1 0.X2 0,40
k kk 1 X-AXIS

Nj 'Fi"~' ig.l. The plot of the anode and cathode
where rj is the kth time step value of surfaces during electrochemical erosion
The moving boundary equation(7) ,however can
easily be solved by an explicit method.- 8ut, 5. REF'ERENCES
the equation(6),if the values of r;'are all tl)BoadwayJ.D.,Int.J.for Num 'er.Methods in
known in nth iterationi atepifor exanple~may Engng.,l.0(1976),527-533-

CZ]Christiansen,S. and Rasmussen,81.,J. Inst.be solved by regula-felsi method for next ito- Maths. Applics.,18,( 1976) ,295-307
ration step. (3)Crowioey,A.B. ,J.Inst.)Aaths. Applics. ,24
Algorithm: To complete the nUmerical pr-ocedu- L4)Elljott,C.kl. J. Inst. Maths. Applics. ,

re~te tst poblm cn eailybe slve by25(1980),.121-131
re~te tst poblm cn eailybe slve by (S)Hansen,3.B. and HolmA.M.,Zeitscrift f.

the algorithm stated below: angew. Math. U. Mech.60(1980)249-251
(6)Hougaard,P.,Soe solutions of a free*a) solve the clasicel mixed boundary value boundary problem related to electrochemi-

prc~blem given by equation(6) and relavent cal machining,Ph.D. thesis,Technical Univ
bounaryconitins s th ande reaed s a OP' Denmark(1977)bounary ondtion asthe nod tretedas a (7)Meyer,G.H. ,NUmerishe Liath,29,(1978)329-

fixed surface, 344
bOuse equation(7) to determine a new anode

* -bux'face -which becomes the fixed boundary in
the next tine step,f 1572
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Sunderland Polytechnic Green'Teriace
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-and England'

ABSTRACT -This paer presents an integrated, human, tutor. These -were modelling, core
and novel, structure for Intelligent'Computer teaching material, a query system and a
Assisted Learning (ICAL) Systems/Env4ironments. monitoring/diagnostic system. We will

consider'eachlof'these sections in detail, in
The environment is a' multi-language software eabh, case describing the conceptsbehind their
platform upon-whicha-n' interactive'CAL system design.
is combined with a set, of'knowldge/databased'
systems for student modelling, responding to (1) Modelling - The ability of any systemto
user's queries, monitoring/Adiagnosing and interact or intercede in a constructive manner
assessing the user and- the environment. The which is both useful and helpful to the user
environment concentrates on' the area 'of is a prerequisite of any system, and was, as
Quantitative Methods; and' in particular the stated earlier, a major focus of attention in
subject of Linear'programming. ILPTS. There are three sections which model a

student/user's behaviour. These are:
Testing has taken place' on a'formal'baais on a
wide range of groups from students' (e.g. -at (a) Bandwidth
all applicable level's) to specialists (e.g. (b) Target knowledge
cognitive psychologists). These' results (c) Difference'between expert and student/
indicated that 90%'of the users favoured the user.
construction of this type of' environment.
This in itself has been considered a'valuable Of the many possible ways of implementing the
Point for the design of a structural above 20 have been attempted. These have
methodology for such ICAL environments, consisted of the simplest combinations which

are the easiest to implement, but do not
T 0T - Teaching environments always exert constructive control over the

encompass a range 'of disciplines from student/user leading to results which are
Artificial Intelligence, Cognitive Psychology difficult to assess. ILPTS involves the use
and Linguistics. The breadth of application of the mental states of the student/user using
and the complexity has not'always incorp'rated a declaritivi target knowledge searching
all areas' to their full' potential, strategy working on a bug-part library with an
consequently developments have concentrated expert system as a diagnostic program (see
upon specific design issues. Examples include Figure 1).
SCHOLAR and SOPHIE-for modelling'issues,,WUSOR
and -QUADRATIC for pedagogical issues, BUGGY
and PROUST for diagnostic issues, and NEOMYCIN IKBS 1
and ACT for expert systems/cognitive issues.

It is the latter category which has provided
the most advanced features and illustrated the F'
effective combination of fields. However, BTEC/HND Bc/BA OTHERS

and reached very little commercial success;
rather sophistication of the domain or --
specifity of the design placed tremendous fo oI
restrictions on them. Environments have been J
created such as Smithtown and Bit-Sized Tutor
which attempt to construct'an enclosed shell
around the user by which subject areas within '
a curricula are studied. '

The lack of acceptance has not been solely a
result of the research orientated developments e I a c d a b
but also the finance and manpower available
within the establishments (educational and
industrial) for which they were intended. Figure 1
Consequently, this project discusses the
construction of a shell, which emulates the
best features of a human tutor, whilst The modelling system, together with the
redressing the obstacles outlined above, pedagogical interaction, controls the overall

operation of the environment and operates via
THE ENVIRONMENT - The environment in named a natural language interface with the user,

Intelligent Linear Programming Tutoring System sitting like a driver on top of the
(ILPTS) (l and consists of 4 major sections onvironment. The declarative nature of the
which were considered to be contained within a modelling system allows a psychological

picture of the student/user to be developed,
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the ia corporatlon of probability and curricula requirements for which the
uncertainty permitting the construction of environment-isintended.
individualised' study programs to',bdevised. I tened
The profile of the student/user is retained (a) Q2Lt - The structure of text is vital to
and incorporated into the decision process of the manner- in which the student/user will
,further stu-dy°programs,when,the environment is, digest the major points to be conveyed.
nekt used.' The nature "of such a modellihg,
system permits the -detection of, The structure and consistency of the layout,
misunderstandings and misconceptions which the plus the control of the system ensure that the
student/user is perceived,to include in their user absorbs the required, material before
interpretati6n of the:teaching material. proceeding.

(2) -Ouer The ability to query the subject (b) Tuto2ra1-: The same design considerations
area in response to~material taught is'innate as with respect to the text material are
in-any lecture/tutorial/seminar session., This incorporated but, in this instance the text
not' only improves understanding but' can, also provided is done so as a sequence of steps
beused to highlightareas, of weakness in'the which gradually, build upon one another giving
light of current material being studied., The the student/user a, greater appreciation of the
system comprises two ,sections; terminology correspondifi text for that topic and
definition and a problem-solver. These are abstraction-level.,discuesed~below.- (c) Tst - This subsection interactively
(a) Terminoloow Definition - The terminology interrogates the student/user's understanding
used within Linear- Programming (or, indeed, of the corresponding' topic. The results of
the majority of areas chosen for ICAL the tests, which comprise of questibns asked
systems/environments) is wide ranging, and at random, are used to' judge the overall
diverse. The field relates to other areas effectiveness in the change of the
such as business and computing and is included student/user's profile.
in light of current curricula. Consequently,
the teaching aspects of the environment are (4) XQGJ/g - This system diagnoses the
enhanced by a system that allows the student/user's understanding. This process
student/user to obtain the required occurs by constructing records which indicate
explanation. the studeht/user's current profile. Report

generation facilities are also available by
The system focuses on the student/user's input which individuals/groups (or the environments
via a natural language interface and is parsed teaching techniques can be assessed).
in a manner which allows, the system to handle
the use of keywords, grammar, context and a I - The environment encompasses a
combination of keywords. number of features which each have specific

requirements. This demanded an effective
(b) Egng25x. - The teaching aspects of combination of languages which would allow for
many subject areas within ICAL the production of an efficient shell by which
systems/environments involves the use of the concept could be illustrated.
computers. Linear programming is no exception,
and a number of packages are incorporated into BH&SW - Formal testing was carried out on a
a wide variety of curricula. These packages wide variety of students/users from a range of
(from mainframe to microcomputer) were studied backgrounds which encompassed the skills
and-the best features of each chosen. One necessary to assess such an environment.
major point which was noted throughout the
study was the lack of an appreciation for the
dual representation in linear programming. ONCLUSIONS - The overall aim of the project

was to create an environment which best
Consequently, a linear programming problem- emulated an ideal human tutor, and as such
solving package was designed and incorporated placed emphasis on modelling, pedagogical, and
into the environment. The package includes diagnostic processes as and when necessary.
the following features:- The hope is that such a development will

assist in leading to the construction of a
(1) Development and manipulation of a linear design methodology for such systems, while

program allowing ideas within the environment to be
(2) Extensive editing facilities advanced still under the belief that a
(3) Report generation combination of relevant fields are necessary

for such ideas to illustrate practical
All of the above are equally applicable to the progress.
primal and dual representations.

This query system compliments the
corresponding core CAL material by permitting 1. An Integrated Structure For ICAL Systems,
communication to be a complete two-way M J McAlister and Dr P Smith, submitted
process. to Journal Of Computer Assisted Learning,

1991.
(3) 0s're CAL Material - The pedagogical
aspect of the environment is in three
sections; text, tutorial and test material
which at present is set at two abstraction
levels (provisional and professional). The
topics covered range from formulation to
duality and are in line with the current
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Abstract. It-is presented a linear systolic rray p oce .sing e scot (If) is active durine

T -rM'-oolumn-by-coluan version of the quotent- - -difference algorithm for' the polyinonial Yros .ts ery CT. Th- timi is do-noted by I andI finding. -It is proved the correctness of the t
design and it'ts-cmputed'the bus bandwidth and eepresents the n'imbo- of Cfs. Also., 1t()yrocesno-tliein- -The asymptotic porf ormancesof the-array are'alloestimated and optitized. denotes the value circulating thiough tho

I; Intrcduction pin having the label I. during the t-tlh C1.

In this paper it is presented a linear / \.

systolic array implementing the column-by- '
column version of the quotient-difference .. - -+

CCOD) algorithm for the solution of the 11 q 1,
equation - -

0 
' '...+a

01 nn-'

where p is a polynomial with real coeffi- ,

dients. If t ) is the solution of the 'd+1,j) -+h k)-n-l

associated diffeFence equation a 0x L+a lxk 7' 7.. +anxk
n
, for which x IO, j-n+i,....-I

and xol, then the CCOD algorithm involves Figure 1: Ih,- fre"e&ence constIiAints

the computing of the following recursions The diqr,4ph representing the preceedence
(5,pp.3213) constraiints in the c.ap.l-t d,-l ic-e b/

q(k,j+l)md(k-i,j)/d(k,j)q(k+l,J), (2) (2) and (31 is tepuesented in ig.ue I.

d(k,..)-q(k~t,j)-q(k, j)+d (k+1, J-t), (3) A T

J-l.2.n-, where q(k,l)-x /n and and-

d(k.O).O. for k-0.. K. k
If no two consecutive roots of p have the .. . /

sane absolute value, then lin q(L~j)-r.. for L: L 011
k tending to infinity and p(r.)-O,j Jl,

-n r <r , JI .n-. J \

n C4 it is presented a, systolic design
implementing the row-by-row version of the F7 .A
quotient-difference algorithm. I n
In section 2 ve present a linear systolic X . ,

array implementing 
(2) and (3) and give acorrectness proof of its working. In section

3 wanlyse th prformances of the ar'ray, L rl LL
while some variants of the basic design are . .,'

discussed in the last section. ' Z

2.Alinear systolic array
ie define the clock tick (CT) as the time

to execute a division and suppose that each rogue the tensic s-siih cell
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The structure of the basic systolic cell menting the , i'iu nrslvj is ,bttAined 1,

(BSC) that one uses, in 'the sequel is given serially co, nnecting K Ks, tM *-I. ,

in-Figure 2(a). The.PEs in BSC aie depic as it. is show., (for K-6) it. Figure 3.

ted in Figure 2(b)-(c). The PE in Figure The inplt data is irntirAj -d ti' j j -jl

2(a),-performs y(ttl)=xtt) while, the PE in 0.1 .... 1. (the initial 4r-values) ann
-01 ,K

Figure 2(b) executes z(t+l)-x(t)oy(t), where OX -... ,M- (the initial .3-vlues), fts

Oet+,-, ,,/l. The working of BSC is stated, by computed q-val'irs are extracted frca

Proposition O. t..,K 1 ,_ these values ar sent back to

D (t+2)D (t-l)-On (t)+QB(t+i) (4) the left entiles it, orde to adpvance in tic

out I - in 'in
and corputattor, with a neqw-column, th 'r d Al.;

0 (t+3)Qn (t)/DT(t+l)D (t+2) (5) q. -Let -is r maik that Ct0h me.thod qjuirts.

fout 'in - out'
for any t>., to compute d(t,i), trOl 2, An';

qtkQl+4), k'w0h,. 2i-.l, idire itt .n-

", 1. Since we ned At lea-t Oni term of- tld

stquence (q(f:,n)) , i t obtai thal Xk n-l.

Further, on( denoles by ttk;t) the valu4

RMnez circulating th,cetgl the pinl I. in M, k at list

time I. The crrecfnetj of te wiking of

A I.SA is stated by

Theorem If
C

I
(tkqCLI).t,• (6)

>- 1 o 2  and

t (tf -2*4i)od(k,i), -0,I... -21 (7)
OtL_ b fr t-I. n-I.

Fon., 'Ilte pi ocf is, drr ty i nct1u¢t Icn. F oi
- - R the beginning ir |it~ove (2)0 and (9 ) frI,> l.

C L 2  - Let us examine the working of t $C. f-ron (6)

arid (7) we have (In(I;t)rci O(t)iiq(O,l1).

CL.3  
V ,.i ( ti-I)qtl.I). Fioni (4) it restults.

[ Ron t1) Ct-i-f)alou (1;ti+-)-Uh( Itt-il)-O l;t)-

CL.i- w obtain litlO4).(,)I. ho, supcn s ithat3

t( t-Kt2)id(k, t), Ioi 1>0 arild exa mine list-

0 O~ atvt ol~ . Fr.omu (6) and (,I) wi

OL t inKnIt4>, )
0 (K L)Rlt itt)dd(,).

nd kril) ' b*in [k (~4)

dF. t Ok42;ft),onunt Ctit)ni titI aio d ir- o

k'2

Proof. lbe Theo inea systoli byrPot

Th the be ass weption (W and) (9totki

o (57 ) tt)hav (ih,1 ( . try

out It
( ti la) intedofm i (4). it results,

CDes R (tk2-(1ti tn )- t (L-n;t)- (I;tit)

S n rm ()we obtain nR1*11(,).Hw (t-nt)

Fiu.OR 3o The linea systolic arra

On L.i otec adplt (ni~

The linoar systolict array2 141:4trple ki

a57

I0= out-~



Qo (k+2;t+k+4) and from (5) i.t results all polynomials are of degen w lhre n;
out
Rk+l (t+k4)=Qin (k+2;t+k+l)/DT(k+2;t+k+2)= max~n'In'(K+)/2l, this choice of n being,

Dou (k+2;t+k+3)=(q(k+l,1)/d(kl))d(kkl,l) given, bl the condition-K>2n-W14(the length K
ot

qCk,2),i~e. (8) holds'for-i=1. ofLSA- is su posed-to'be fixed).

HNow, assume that,'(S) and "(9) are true for The~proeessilng4WB , tt8.,li done. in,
some i. From the-constructionof- LSA, we a serial, fashion. Foreach fixed- i; the

have SR i-L- , and DR .oL ,kn*r .... K71. processi6j of, - ..begins,with' the- itrodue-
Consequently, . (t+k-(4i)tR (t+k+41) img-, of the q-values oftp tir the -manner,

q(k,i+l), -k-O...,K-2i-l, and DC(tt+k+41- indicated by,lheo*rem- 1, j41-3. . so
2)lDR (t+k+41-2)Wd(k,i), t O. K-2i. that: the-.4(0O;1)-valueof p- is Introduced

- " k+l t"(OI - u one LoTfaftr, the iitsitrod uc
8SC0 receives 0 (n t41) t oodcing of q0,l)-value1 in~ 0-'

q(OX+l), Din (l;t+4i-l)-DL1(t+4i1l)-d(l,), of 'p,. 'Onepassistog 1 as soon Las the
0B1l;t+4+lDQ.l (t+41+D-q(1Vi+l) and qto,nb-value 'of, -P. emeges from, DRt.

I - ci C
DTClt+4i-l) . So, 'following (4), weobtain Further we shall estimate the effectiveness

DR (t+4i+2)- Dout (l;,t+41+2)m
, 

with which the resources of LSA are used

D (il;t+4i-It)-Q, Cl;t+41)+QB(t;t+4i+l)- when it processes a single batch of four
in in

d(l,i)-q(O,I+l)+q(i,I+l)-d(O,l+l). Now, let polynomials. let 0 denote the time spent

us suppose that' DR,(t+k+41+l)-d(k-l,i+l), for arithmetic operations by a single

k~l. BSC +1  receives Q (tl;ttk+41)- processor algoritm (SPA) which acts on a

SR (t+k+41)-qck,i+), D (k+lyt+k+41-I)- single problem instance. From (8) and (9) it
k+l inI

DR k+2(t+k+41-l)-dtk+l,i), (l(k+l;t+k+4i+IW results that SPA computes (n-t)(K-n) values

,t.k+ (t~k+4i+l)q(k+l,i+l), and DT(k+llt+k+ of q and (n-l)(Kl-n) values of d. Ihere.-
41+1) DR (t+k+4i+l)md(k-I,i+l). So, folio- fore, the total numbei of aritimetic opera-t

wing (4), D t(k+lt+k+4+2)-D (k+llt+k tions is 0.2(n-l)(2k-2nel). and consequently
out in

4i-I)-Q (k+l;t+k+4i)+O8(k+l;t+k+4i+lJ SPA needs T(PA)-4xO time lgo each batch. On
in

d(ktl,i)-q(k,i+tl)+q(k+l,i+l). From (3) it the other hand, ISA takes ltUSA)*ttot3kt

results DR (t+k+4i+2)-d(k,i+l). On the 2n-2 CTs per batch, and has Np'IK proces-
k+l

other hand, using (5) we obtain sors. The ratio .c-7(LSA)Np/T(SPA) measures

OR k(tk+4i1+3)Qout (k+lht+k+41+3-Q (0k+; - the effectiveness of processor utitizatol.

t+k+4i)/DT(k+l;t+k+4i+l)D (k+ltt+k+41+2)- (E2]) and we obtainout

q(k.i-el)/d(k-Ii+l)d(k.i+l) and from (2) it Ec(K,n)KK2n2)/2(n-l)(1-2nsi)). (10)

results OR (t+k+41+3)q(k-l,i+2), and the Let us suppose that Ksanrb, wtre a and bk

proof is terminated. S are integers. Further, we are interested t,

obtain a0  and b 0  so that

lie n->0E(a- 0 n <ll0 0im n->o n

Let us suppose that a single polynomial where A n-bO, an-bta.e-l. fo tach n3. From

p(x) is to be processed on LSA. The computa- (10), we obtain lIf E (Antbn)-

tion starts at tmin-t-I with the introducing f(a)-a(a2)/(4(a-l)) whilte a and b satisfy

of q(O,)sO through DL0  and ends at either i) I%2 avt b4-t ow (i) .>' and

tmaxtK+2n--3 when q(K-2n+l,n-l) is extrac- (b-l)/(2-a)3. finally, it results

ted from OR K2n+2. Thus the computation f(3)<f(a). for o.2 soc sf3, em.d we 0-tain

takes ttotmtmax-tmin+elKt2n-i CTs. From (8) a %3, bj.-4 and f(3)1.875.

it results that a new q-value emerges from No, let us estimate the Wns bandwidth

each OR-output at every four CTs. This means utilization, Ed-WeNd/Ad (12)). The aximum

that each BSC in LSA has a poor utilization. amount of data to be transmitted between the

Now, assume that we have to find the roots host and ISA in one CT is t11. The data

of the polynomials p * s-l.., where movement begins withl q(O,l) of the first

S=4. One denotes by B the i-th batch, polynomial at time t and ends with e$K-

where B sp /J-4i-3,.., 41), i-. .. For 2n*-i,n) of the last polynomial of the batch

the sake of the regularity we assume that at the time tiK2n. Ibis, the number of data
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amounxttse, ofdt- to'betransi.Tted prcisndgo; lnttthi~ne,,
o4' a pblyiomialneeds K+2 input- dat - -and.

offern n-l final, q-values. 'Thus, the, total [l-Brudanf. 0, Syltolis-Arrays to Solve Algbraic
. . .-.- .. . . Equations by Bernoeilli's lHithod, P ,br'tonsamont 'of dftar to'botransmitted, fis *Ad-' de " 'nt.stIg¢t iqtlqu :v'M -M,

-4(K+i3l. -Cnsequtly. 1Ed(K,n)=5CKs2n+li/ '
' 21 Cheng, K. H., VLSI Systems-for Sand 'Mtix

C4(K4n+l)1 and li., , Ed(Sn+b-,n)s25/1l6. , M !ttlication,_ rAlleI 'orntir ,no. 4 197,n->oo .-- '0 . " I pp.tsZ.The datalocality ratio(C3) is" RLNmen/ hT.
- 3l-hbosuowAT. er C;lJ., a., theNvp, where in isienumber of memoryfa Efficient lsplysntatinof Preconditionhng s-

-Step ,Conjugate Gradiot Coetios on
acceses" and; Mop the iumbertof floating Httossoc-with iteory It liarrhy, Pliali

poDint, operations. It is-to see -that Neen- nn.I. 99.f.f-S£41 Evans, l.d., neosop, U.h., Systolic Artay. fo,
Nd, n for-&ny, K>2n-i -wehave the' Quotient xff,en , oAjnritin, Ii1X

Io..CSA)anWterdi~ngs Vot. 1,35, Pl. C, oQ ' j,-1,1T-
lim RDL(K,n)mO, while- for-each;fixed n
it results Ii., RDL(Kn)ml/Cl(nrl)l. SI.Scheid, D.P., 7heory and Problms of Nwiriral

K->oo Analys;is, li Ottt. l,n s AWlcwv--Iili,
4. Some- variants 

Ney k, I

- -tospl h lO'Leary D.P., Stewart, G.M., From P etrntcy
The ,CCD algorithm requires.to supply t to Systalti, Arrays, li'c rnsv'tin-. onC Vol. C-6, no.- o, vioi SHI.
array with the, initial q-values. These

values can be obtained-from - the systolic A.n le n

array, implemnting'the Bernoulli's method

for polynomial roots finding (Ili). Many thanks to Prof. Or. Calin Ignat for

It is clear that the array could be his constant encouragement of this work and

reconfigurated in order to obtain a trppe- for his valuable suggestions in the

zoidal systolic array, In this case, LSA is preparation of the paper.

modified so that-the connections for recir-

culating the outputs are-removed. The 2D

systolic-array is obtained-by using I copies

of LSA, L tS1  LSA. so that LSA (wich

has K-i+l BSCs) sends the results to LSA
i,.,I-, while LSA l emits back to LSA
We remark that for sufficiently large I the

data recirculating can he removed.

By connecting BSC to BSC it is obtained a
K I-

ring of processors wichis able to handle

with larger values of K. A torus can be

obtained by applying this Idea to 2D array

above suggested.

A new variant of LSA could be obtained by

supposing that the initial q- and d-values

enter LSA at the same time, The network must

be retimed and many delay processors can be

saved.

A more flexible variant of LSA (supporting

any manner to introduce the initial data)

can be obtained by using the so-called

diastolic control elements (C63). It suf-

fices to replace each delay register

in the circuit of BSC by a diastolic control

element. In this manner we ensure a local

control of LSA wich becomes a systaltic

array (61).
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m1MiANl MELI3 A3 S1-1 AT OF A C LOOP

P OLWat & Lt

Centre for Electronics Design & Technology (CEDT)
Jodia n titute of Science, Rangalore-500i, ISDIA.

Abstrct In this paper the modelling of a closed 3 a R
loop power amplif-Ier is described using the Bond-
graph techniques. The power amplifier is a 50 watt One of the difficulties faced during design of a
class AB pusipull linear amplifier, which supplies closed loop control system is the toning of the
power at 230v ao ras. It draws power from a 1 controller parameters for optimum control perform-
battery.-The bondgraph modelling and simulation is ance. Bondgrsph simulation is a very useful tool
performed on a personal computer using the -TUTSIM" whih helps one to tone the controller and the
software package. The power amplifier is also sensor use constants to achieve optimum control
realised in the laboratory and the results are performance, as it gives directly the required
compared with the simulated model, signals in time do-ain and the parameters can be

changed quickly during the simulation.

1.Inttion The simulation results are shown in figures 4()
and 4(b). The fig.4(a) shows the output voltage

Bondgraph is a graphical tool which is used in the waveform (tor ad the sense filter output waveformrepresentation of dynamic systems. It displays both (Vc) during the transient period and fig.4(b) these

the energy and signal exchaages between components signals during the steady state period. Simulation
or elements of the system I]. For a system of results indicate that for stable operation, the
order greater than three, the transfer function sense time constant must be much faster than the
approach to analysis becomes cumbersome and also controller time constant. As the sense time con-
one tends to loose the correspondence of the var- stant approaches the controller time constant, the
ious time constants associated with-the various system becomes increasingly unstable. It was found
elements in the system, especially for high order from this simulation that a sense time constant
systems. But in the case of-bondgraphs, one to ore which is twice as fast as the controller time
correspondence is maintained -ith the actual cir- constant gives a stable operation.
cuit, and further, it gives a graphical picture of
the dynamic equations of the system. The bondgraphs The power amplifier circuit was implemented in the
are initially set up acausally and then subsequent- laboratory to verify the above simulation results.
ly tranformed into a causal diagran by a systematic The simulation proved to be sery accurate. Through
choice of the causalities [1,21. simulation, a sense time constant of 273ms and a

controller tine constant of 384ms provided a very
stable systeL fiom no load to full load and was

7- System Andd used in the hardware implementation successfully.
To verify the simulated results further, the value

The circuit shown in fig.l is the system which has of the sense time constant in the hard-are unit was
been modelled and simulated. It is a linear push- varied around the optimum value. The system proved
pull amplifier operated in the class AB mode. The to be unstable as was predicted during simulation.
drive for the transistors is from a push pull stage
driven from an integrated amplifier. A sinesave Further, the observed output waveforms and the
reference of frequency IHs, drives the bases of simulated output waveform agreed in shape and axpli-
the pushpull transistors through-a transformer TXI tude.

(fig.l). The power stage consists of.two poser
transistors and a step up transformer TX2. The
output voltage fed to the load is 230 v ras at 50 Ooilgiof
Hz. The output voltage is maintained at 230 v by
means of feedback loop as shown in fig.l. In the above discussion, -e looked at modelling and

simulating a pushpull amplifier system, with the
The transformer TX2 is modelled taking into account objective of analysing the system and to tune the
the leakage and magnetising inductances, and wind- controlle, time constants to achieve optimum con-
ing remsistances.The transistor is represented by a trol performance. This kind of simulation reduces
large signal couivalent circuit, as it handles the hardware implementation time considerably as

one can simulate the non-linear devices like tran-power signals. It Is modelled as a voltage con- ssstors and diodes, one can predict the nature oftrolled current source through the Ic-Vbe non-linear the outputs, design the control circuit to meet the
characteristics. The diode lo repruneited by its required performance, etc. in a short time.
nonlinear i-v characteristics.
The TUJSII package {3) is used in this simulation

on a personal computer. As there are no representa- I. Introduction to Bondgraphs & their applications
tions for transistor and diode in the bondgraph by Dr.Thosm, Pergamon press, 1975.
language, the model for transistor and the diode 2. System Dynamics: A unified approach, by harnopp
(as mentioned above) were built using the various & Resenberg, John Wiley & Sons, 1975.
"Function blocks' provided in TIJISIM. The transis- 3. TIT'SlM manual version 6.55
tor Is represented as a dependent current source
(Qf) as shown in fig.2(a) and the diode is repre-
sented as a plecewise linear resistor (D) as shown
in fig.2(b). The bondgraph model of the entire
system is shown in fig.3.
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ERROR EST713ATION AND H-REFINEM-T ADAPTIVE-TEC IQUES
FOR ELECRTOMAG.NETC ANALYSIS APPLICATION

P. FE i1 A DES(, P. GlRDINIO
( 

, G. MOLVAIM 
)
,

()lIstituto per Ia Matematica Applicaia del C R'k a LB. Alberti 4,16132 Genova, Italy
(-) Dipartimento di Ingegneria Eettrica - UnLversi t di Genova; Via Opera Pia Ila, 16145 Genova, Italy

Aract This work presents a comparative survey of h- dons is significatly compute-bound, computationally intensive
refinement adaptive schemes for the solution, by means of a algorithm should be as far as possible avoided. As a conse
first order finite element method, of the differential equations of quence, no activity has been performed on adaptive methods
interest in computations! electromagnetics. All schemes anal- based on dual finite element solutions [6], judged not general
sed are based on 'a posteriori", elemet by element, single enough and too computationally expensive, nor. on methods

solution error estimation techniques. A numb r orposble a- requiring the solution of a local differential problem on "finite
gonriths in the abovc class is reviewed, and obtained results pitches made up with several elements [7], since they involve
are compared and discussed. an "ad hoc' treatment of boundaries and interfaces, that can

become cumbersome or even critical in intricate geonmetries.
INTRODUCTION In order to maximize fledbility and robustness, the activity

of the authors on error estimation and adaptive meshing has
The quality of solution that can be obtained by finite ele- then been concentrated on first order triangular elements, us-

ment methods is strongly affected by the mesh used. For this ing element-by-element error estimation and h-refinement tech-
reason, the definition of a mesh suitable for a particular prob- niques (3-5].
lem has always been, and in must practical cases still is, one of In the present paper a review of the error estimation and
the most crucial phases of a finite clement analysis. As a cow- adaptive meshing algorithms and techniques selected and im-
sequence, a very significant rcearch effort is devoted at present plemented is performed, and results of some comparative anal.
to develop suitable adaptive meshing algorithms, that are ree- ysis of their features are presented and discussed.
ognized of critical iniportanc to relieve the analyst from this
difficult and time comsuming task and to make quality of solu- MESH REFINEMENT ALGORITHM
tion independent of user skillfullness in meshing.

The first attempts in this direction have been performed An h-refinement adaptive meshing algorithm is organized
in the area of structural analysis, historically the first to de- as follows, first a finite element solution is computed on the cur-
velop finite element techniques, where the most commonly used rent mesh, then an estimation of she local error of this solution
elements are quadrilateral ones, for this reason, many of the is computed element by element, finally the elements showing
most significant papers in the literature about adaptive mesh greatest errors are subdivided to obtain a new mesh. Since
ing deal with quadrilateral eleniients [I] However, the aim the various methods in this paper differ only for the error esti-
of the authors is to develop idaptive meshing algorithms and mation procedure used, in the present section mesh refinement
procedures suitable for application in electromagnetic analy- algorithm common to all of them is described.
sis, or computational electromagnetics, that has a number of To start the adaption procedure, an initial mesh is built up
different requirements. In fact, on the contrary of structural using the automatic meshing features of the CEDEF package
analysis, computational lectromagneties must frequently solve [8], a first problem solution is performed, the local error on each
open boundary problems, has a significant variety of differen element is estimated and used to decide which elements are to
tial equations to face, frequently nonlinear and time-dependent, be subdivided. Once an element has been marked for refine-
and in application of practical interest must cope in general ment, two different element subdivision rules have been used,
with intricate geometries and a number of different materials for elements lying in the bulk or having a side on a boundary
For this class of applications triangular meshes are generally or on an interface, respectively.
used, mainly because of the greater simplicity in dealing with In the first case, a node in the centroid of the element
intricate boundaries and interfaces. lowever, this kind of de- is added, splitting the original element in three smaller ones.
meits has received so far much less attention in adaptive mesh For boundary and interface elements, a node is added at the
ing literature [2]. midpoint of the boundary or interface side. In this way it is

Within computational electromagnetics, the attention of possible to thicken. the mesh also on boundaries and interfaces,
the authors has been focused on adaptive meshing algorithms which %ould not be affected otherwise using the first technique
suitable for "general-purpose" analysis codes, that is, codes ca only. Onre this procedure has been applied to the whole mesh,
pable to solve a wide class of geometries of practical interest, a Delaunay triangulation is performed, to provide the optimal
generally unknown "a priori"to the code developer, and then to mesh for the given set of nodes, and a new solution is computed.
the meshing algorithm Beause of this further specific require The procedure is then iterated until the convergence criterion
ment, a number of stringent features are necessary or desirable is satisfied.
In particular, the adaptive meshing algorithm should be gen The final step of mesh improvement is an iterative nodal
cral enough to be suitable, or readily adapted, to a number of displacement procedure, operated on patches of elements with
differential equations, also nonlinear and time-dependent, and an underrelaxed "rubber banding" technique, that can be ac-
should be 'robust" enough to perform correctly even with se tivated by the user to improve the final quality of the mesh
vere geometrical constraints. Finally, since this class of appliea- before performing the final solution.
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ERROR ESTIATION PROCEDURES 2(fIcid)

The three cnror estimator prooodures which in the pre- +2 ( J ~ 42 - ~ dI+J I-IdI)
svous work of the authors have emerged as the bat ones to \ , i" I ,lo ,,l ,
be used in the adaptive mesh algorithm are described in the (11)
present section. Two of them are based on the residual evalua-
tion and are reered to as local eor prcblem and "extended whee the weight - (0 7 I) allows to wsvght differently the
complete residual" methods [3,A], while the other one is based error in the elenent and on its boundary. The estimator s, has
on polynomial interpolation tbeory and is referred to as 'field the meaning of an average error over R,, but to use the same
difference" method [3,41. The local error problem" is as fol- refinement indicator as in the 'local error problem" method we
lows. Considering a Poisson problem defined by the differential need rather an estimate of the square of the quadratic ormn of
equation- the error, that is evaluated a=.- V

2
u =f (1)

in a regiona fwith bounda) conditions onO O = r = r. rt,': e, " = 1,VA. (12)

where-A; is the area of the element fl,
un on r L=q on r. (2) To provide also an estimate of an average error on the

gradient'of the solution on the i-th-element, the quantity f,
the local error e; on the i-th element fl; is estimated by solving has been defined as:
the following differential problem on St

V= 2, ,, + o n., (13 )
-- r on (3) where g,, and 9,y, for an element without any side on the

er o ( boudary, are obtained by a least square solution of the following
ei=rd on r =r. on Onr. (4) overdetermined linear system:

4 r 10I 0Ii

=I on mO-

On 2Ln~iiei O~j (~ .ib~g,+(.i,), 2 anq m On.1
1

,,
where I" • Ln

e; = u -i r = f+V2ta(6 (6) (j 1,2,3) (14)
042

rj -- u- ii r. =Iq - Oi (7)On l( If any side of li is on a Nenmann boundary the corre-

and i! is the finite element solution of the problem (1) - (2). sponding equation in the system (14) is:
Once the error e, on the solution has been estimated, the error
on its gradient (i c.Vu - Vi) is readily obtained as Ve,. Then (5 ) - ,) + (y i,)g,, r., (15)
the refinement indicator q7, on the element Oil is computed as If one side of S1, is on a Dinciclet boundary, the system

S Vc l, -2)(14) has two equations only, so that it is no longer overdeter-

N ' +(1- li) [  (8) mined and an ordinary solution exists. If two sides of S1, are onr ' -. lenill, ~ t Il a Dirichelet boundary, g, is directly determined by assumning

where N is the total number of elements in the whole domain that it is directed as the il,, normal to the only internal side,

St r-d x is a weighting factor to be selected in the range 0 to 1, that is to say:

allowing to define it as the error estimator on the solution, on - 1 i - i 0 i
its gradient, or on both. The values q, ....... qN are then used to -,- -29 .,,, o- , I,(16)
decide which elements will be subdivided, The quadratic norm

in (8) is the standard one, that is to say: FRom j, the square of the quadratic norm of the error on

the gradient of the solution, needed in (8), is readily estimated

jjvA as j Iv.I1dS (9) as: IlVel1= =1 9. i" A; (17)

where v, is a generic scalar or vector quantity in Q,. The re- For the "field difference" method approach, let us first de-
finement criterion used is based on the following procedure. f the gradient of the solution in a generic element a,
the maximum value of the refinement indicator over the whole constant over the element, and E" the gradient of the solution

domasn, m,,, is computed after each problem solution, and assigned to the generic node j, romputedl as the average of the
en element is marked for subdivision at the next refinement f,') values of the elements surrounding the node and having
iteration when: the sane material properties. The error on the gradient of the

77, > al,,,, (10) solution in the node ; of the element s has then be defined as.

where a is a user defined refinement parameter such that
0 < o < 1. ve,, Z (0 - (18)

The "extended complete residual" method assumes that
an estimate of the error on the solution, j,, can be obiss -d by This quantity can be defined in any node of each element, and
combining the driving fruntions of the "local error problem" can assume different values for the some node when computed
as: for elements lying across an interface between different materi-
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Is. By assuming that this error, computed in abe rcds only, is error (22) or (23) is used depending on whethe" the quantity
distri or, the e with the element a functo fintest is the otntial or the field. The same citerion has

Nj, it is possible to define the function VN =,Ve,, been used in comparing the best vers in ofeaca method, for the
giving a distribution of the crror c.er the whole element. The selection of the best method as refinement indicator. Fins]]);
square of the quadratic norm of the estimate of the error on the relative e6iror (20) or (21).on the mesh obtained by the
tki gradient of the solution over the generic element i is given best refinement indicator has been evaluated by each method
by. -and compared with the "trie" relative eiror (22) or (23). Such

Ve42 = VdS (19) 'a € parison provides information about the relative merit of
each method when used as a toolto asseas the acura of the

Since the "field difference algorithm defined in this way flil results. The whole procedure has been carried out usingboth the errors (20), and (22) on th e; ntial and theoro
pro-ides only an estimate of the error on the gradient of the both t er (2 ) on the n stent nd tor
solution, the weighting factor x of eq. (8) has been set to 1. (21) and (23) on the field, since the best refinement indicator

At the Iend of the adaption process, the iclati e estimated - to compute the potential is not necessarily the best one to com-

eror on the solution and on its gradient, relevant to the element puts the field. A similar argument holds when the methods are
t he bsie er'or regardod as estimators of the final error.fes, according to the quantities made available by The solution of the Laplace equation in anL-shaped region

ees has been used as test case. This region is shown in Fig. 1
1c. 1 (20) with the boundary conditions used and the analytical solution

. superimposed. The A -B line, along which the erros used

to compare the various methods have been computed, is also

[VI~ti (21) shown in Fig. 1. All tests have been carried out starting from
e l f,= the initial mesh shown in Fig. 2.

TEST STRATEGY AND RESULTS L

Preliminary tests have shown that it is difficult to perform
significant comparisons among adaptive meshing algorithms
even if they differ-only in the method of error estimation. In
fact, the error estimation method usually determines both the
choice of the elements to be refined and the iteration at which
the algorithm stops. Since the best method for the selection of v

the elements to be refined can be in principle different from the
best one to be used as convergence criterion of the refinement,
the two effects must be separated so as to work out significant
comparisons. In order to do so, a test case provided with an- ._
alytical solution has been used, stopping the mesh refinement
when the greatest difference between the analytical and numer-
ical solutions (at the nodes for the potential and at the entroid
of the elenent for the field) falls below a fixed limit. Thus the
error estimation methods are used only to choose the elements
to be refined. In this way, the comparison of "true errors" and
CPU time directly shows the relative merit of each error estima-
tion method used as a refinement indicator. Of course, different
methods give solutions on different final meshes, so that coin- Fig. 1 - Equipotential lines of the analytical solu
paring the deviations of the estimated error with respect to the tion of the test case.
"true one is not fully significant. Thus, evaluating the quality
of the methd as error estimator, such a comparison has been
crried out on the same mesh for all methods.

As a first step to perform significant comparisons among
the various methods, each of them has been optimized with

respect to the parameters involved, a and K. To this aim, the
results obtained for different values of the same parameters have
been compared and a compromise taking into account both the
execution time and the "true' relative error on the potential or
on the field has been done to choose the "optimal" parameter
value. The "true" relative errors have been defined as:

= llste,, (22)

e ll. (23)

where u, is the analytical solution over the generic element R,,
Vu, its gradient, etj = ui - 9,, and Ve, = Vu, - Vti,. The Fig. 2 - Initial mesh used for all tests.
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As a first step, the ir par-ameter in equation (10) has heen DISCUSSION AND) CONCLUSIOXS
optimized for eats method according to the inethodology~pre.- The extensive wu~k on the "ciiiaiz ofteo n-
viously d~ezibti& Once the best a has been folid, also the x ir(.nement 0arameters of eqs. (10) and (8), even if b3 necessity
paramecter in equation'(8) has been similarly opimizexcept seri-qalitstirc,.ia-brought to the conrlusion that s value
for the "fied dif~n method which onlY allows a ~In around .5 of the a parameter generates the most "halazioed
Fig. 3 the- "true relative errors (22) on the potential, along -meshes for all refinemient methods,, both for potential and field

* the A - B lines on the solution obtained by using the various erroirs. As far as x is concerned, it can bo statM that 'or "fiedd

asid , ar shon. -adequate soution,_for all methods that allow it variations.
In ordtr to compare the methods as estimators of the final The situation is more e-rpesdent on the speeific error estimate

errors, the relative error estimation of eq. (20) on the soution used for "potential oraited" meshes. As for the onvergence of
-provided byr tCu final mesh of the "extended complete resid- adaptive meshinigtoithe true solution, zD methods tested (with
us?* method, which has provided the best results, has been the exceptiont of the 'field difference"s one, estimating the field
performed fai each method along the previously defined line omror-cnly)prde good onvr ie, as can beseen in Fi.3.
A -B of Fig. 1. The difference between the "trues and the tgivingerr or indiestorron the potential, as defined by equation

* estimated errors (22) and (20), along the A - B line, is shown (22), lower than ts~io per cent ini the high field region The
for each method in Fig. 4. relative merits of the various proccdurisnfor thesolutioin of po-

In Figs. 5 and 6, the same comparisons are displayecd for tentinl problems should then be evaluated on the basis of their
mesh refinemencrt and error estimation on the fied, usinig the computational effort. This comparison favaturs significantly the

eros(23) and (21), respectively-

35011 $

.- i 1Wd% -

M 25 L i 4* * I I

Fig.3 -"Du reativ erorson he otenial alng -13 Fig, 5 - "True relative errors on the field, along the A-li line
line, on the solution obtained using the various meth- of Fig. 1, on the solution obtained' uing the variou's
ods as refinemnent indicators methods as refinement indicators.

*s~i Uset

oOFo.iL
s_ 6Lig. -,-- - -

±Z~e. -- - - - - - - -
R.,- -

Fj iroenc 22) nth tre and 20fo the souino oetimate prb- .6 Droe bewenth3)re and 1 o the sout sto id e prbe
Fig. (22 aif r n bet )een the t n o pth e ntim ate p ro Fig f (23 air n (21tw fon the ltru nd the ef i aed r b e rs



"extended complete residual" formulations ith the soptimal" [3] P. Fcrnands P. Girdario, P. Xfolfino, 'i. Repctto. 'Lo-aleof xs being egual to zron, maning an evaluation of the re, ca eroretimates for adaptivec meas refinement", IEEE
finement estimator (8) only on the potenti4 The conergence Trans. on Mfag, Vol. 24, pp. 299-302, ian. 1988.
to the true Solution for the fields also Sia asimilar behaviour [4] P. Femnandes, P. Girdinio, P. Mfolfino, C. Molinari, M.
for all methods tested, with computationaliiine sihtly favour- Repetto^ "A comparison of adaptive strategies for mesh
ing the local error problem" approach. Finally, regarding the reflnninent, hosed on a posteriori local error estimation pro-

fina error estimation of the potential for the various methods, cedures" IEEE Trns on Mfag.,Vol. 
2
6,pp. W9-19S, Jan.

far by the "local error problem* algoithm.,As far as the final [5] R Fernandes, P. Girdinio, G. Molinari, M. Repetto- "Lo-
error estimation of the field is concerned, it can be seena from cal error estimation procedures as refinement indicator in
Fig. 6 that all the methods seem to provide reasonably ade- adaptive meshing", Fourth IEEE Conference on Electro-
quate estimates, even if none of the methods implemented has mageetic Field Computation, Toronto, Oct. 22-24, 1990,
provided a uniform upper bound to the error. The activity is paper £11.03.
now continuing to verify the cctsusteneyoth abv [eutsi 6] &, I. Cendes and D. N. Shenton; "Adaptive mesh refine-
different eases, to improve mesh refinement convergence criteria mint in the finite element computation of magnetic fields",
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maties of Computation, Vol. 44, pp. 283-301, Apr. 1985. [81 -9G. Mtolinari et al.:"A modular finite element package for

[2) 1. Bahuska anid IV. C. Rlieinholdt; " Eiror estimates for research in electromagnetic analysis developed in a group
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" REIATIONSHIPS BETWEE" DUALENERGY
FORMUIATIONS IN ELEC INOMAGNMENI.

J Penman
Department of Engineering. University of Aberdeen, UK

Abstr: - 2. The hvoeircle method,

It is the intention ofthibs contribution to show how different In [1] it is shown how the solution to the appropriate
ways of constructing dual 'energy forms for problems in boundary value problem can be constrained to lie on the
elcctromagnetism can be related to each other, and then used hypercircle representing the intersection of a vector space
to provide error bounded solutions for this class of problem hypersphere and a hyperplane. In the electrostatic example
The first approah is based noun the principles of Hamilton referred to earlier D is a function in the space V, in which

and Toupin and the use of Legendre transformations, which distance is measured by the'energy norm (EID), where
can be related to the method of Lagreage multipliers in E='/(D. If two subspaces of V, V and V, exist where V'
constrained optimization. The second technique stems from a contains functions D' such that D = cE and V.D'= p, and
geometrical interpretation in Hilbert space called the r contains functions D such that D= E and VE'= 0, then
hyperciicle method, first introduced by Prager and Synge [1]. the intersection of V and V" represents the exact function D
Both can be shown to provide the same f6rmulations as those = cE, which also satisfies V.D = p and WE = 0. The energy
achieved using direct int;gration and the metLods of norms in these spaces are also the pnmal complementay pair
functional analysis. This allows a general structure for given above.
electromagnetic field problems to be developed which leads
to the easy selection of appropriate energy functionals.

1. Hamilton's and Tounin's prineile. 3. The direct method.

These principles has been used by several authors to obtain More generally, the partial differential equations of
complementary variational forms for engineering field electromagnetism often have the form, TaM(Tu+v,) = p, in
problems, in particular Hammond & Penman [2), used the 0, with Bu - g on afn, and B*w - h on aii, where w =
analogy betwen analytical mechanics and electromagnetism to M(Tls+vs). Here, To is the adjomnt ofT, M is self-adjoint and
find complementary forms for electromagnetic field problems. invertible, u and p c U, and w and v c V. Using the methods
To illustrate, the canonical set of equations for electrostatics, described by Vamberg [4] one can generate the functional,
in a domain fa is:

f(u,v,w) = (%,iTa-pju)u + (',B*w-hlu)an + '
1

,(Mv-wlv)V
.vO E, with = gonaflt; CE = D; V.D p,withnD= +( /,Tu-.'y+vsw)v + (i,,Bu.glw)a.
hon ofl

Application of Hamilton's principle leads to the energy Using a generahsed form of Greens theorem this functional

statement, can be reduced to two different forms, namely,

0(0) '/i(V~I-VO)n - (pIO)n + (hIO)an o(u) = 'i,('U+vslM(Tu+vs))U - (plu)U -(hlu)a, and

whilst Toupin's principle, by letting D = Ds + VxC gives the -(w) = (-'Mw+vslw)V - (glw)an

comp:ementary energy form, Reduced to the same nomenclature these are exactly the

-(C). i( + V,(i(Ds + VC' - (~ntrDs + VC)n fuctionals given above for the electrostatic system. They, have
( -D+) -" ( D + ) much wider applicability however, and can be used to provide

These functionals are the primal complementary pair and may error bounded pairs of functionals for magnetic and

be extremized to provide bounded solutions to the the prmal electromagnetic field problems too. The finite element

canonical equation. It is also possible to develop a dual system method can be used to extremize them to a prescribed level of

and a corresponding pair of complementary functionals, which accuracy.

also provide bounds. A closed chain of Legendre
transformations can be used to move between the various
forms,[31.
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4. An example from the niamletic field' ______________________

In section 3, above. the solution to TaMCru+vj)S- p was 6 sanar

suhbyextretnizing the functions G(u) andj =kw). This
eatocabeexpressed in canonical form s,5

Tuv=, with Bit= gonal -r aeaq

Mvw intl
Thv=p wih B w hon a02,

For the magnietic field the equivalent set is,

VxA=B with Ag on aillj5 2
Hs.1/p(B) intl
VH=JwithnsHfzhonafl2,

snd the corresponding functiunsis ar, Figure 2- Error bounded convergence.

e(A) % .AI/vp(VA))l- (JI A)fl + (hIA)aa

ad, . - .

To illustrste the bounded nature of this complementsry pair
the simple exsmple of figure I is solved, for a seversl different
numbers of degrees of freedom, using the finite element '

technique. The convergence in energy, from above sod below
the true vslue is shown in figure 2, sod the magnetic flux l\ .

density distributions calculated from A sod H, respectively is . fi l
given in figures 3 sod 4. Thec espected similseity of the two . ,,'

St.,fields is apparent.

Figure 3: B from O(A). Figure 4: B from -(H)

ir1= Son 5AReerncs
n-H- A=O1. Synge JL, The hypercircle in mat hematical physics, Pub CUP,

1957

2. Hammond P, Penman J, Calculation of eddy currents by dsal

use energy methods, ProclEfi, 125, 1978, pp7Ol-708

L - -- --tri -3. Sewell MJ, On dual approximation principles in continuum

mechanics, Trams Royal Soc, 265, 1969, pp3l935O

4. Vainberg MM, MViational methods ii the theory of rnon.
Figure 1: A magnetic field problem. lieroperators, Pub J Wiley, 1973.
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SOLVING MAXWELL'S EQUATIONS USING VECTOR POTENTIALS FOR THE
FULL FREQUENCY SPECTRUM I

C R I Emson and C W-Trowbridge

Vector Fields Ltd., 24,Bankside, Kidlington, Oxon OX5 IJE, UK

Abstrct - The aim of the present paper is to present a gen- becoming the Coulomb gauge in those volumes). Transient so-
eral method using vector potentials, and show its applicability, lutions to the above equation can also be obtained using a time
to electromagnetic field problems over.the entire frequency spoc- integration scheme. Results fo- a transient problem are shown
tram. Results will be given for a rangeof problems using a gen- in Figures 1 and 2, showing half the geometry (see Problem 14
crAl purpose computer code based on the finite element method. of the TEAM Workshop [3]) and the time variation of power loss

in the casing.

Itoucion

A great deal of work has been carried out recently in defining ro-
bust algorithms for 3D eddy current analysis, producing unique
and accurate solutions. The problem of gauging vector solutions
has therefore been carefully studied, resulting in a number of
viable formulations for this 'low' frequency limit of Maxwell's
equations (1,2].

The formulation used in this paper is based on the Lorentz gauge,
which is extended to solve the full set of Maxwell's equations.
This can then lead to either an igenvalue problem (in which
conductors are assumed ideal, and are represented as bound-
ary conditions), or to a full deterministic problem (when lossy
materials are included).

Figure I: Geometry of a tmnaient eddy current field problem

Low Frequency Limit Of Maxwell's Equations

The governing equation in terms of the magnetic vector and
electric scalar potential is well known for the low frequency case, tt

V x !V x A = -o- - ,VV + o(u x V x A) (1)

along with the required condition V .3 = 0 Sit

tic

( BA TIME (s)V. + L+AVV-aux xA) = 0 (2) i ' i t s s " t it i S

The use of the Lorentz gauge V.A = -paV to separate A and
V equations is classical, and it has recenily been shown that the
uniqueness proofs of equations (1) and (2) require a further con-
dition, for example A. n = fVon conductor boundaries (where Figure 2: Solutionto itmnsient eddy current field problem
3 is an arbitary constant). This results in a form of eqn (1) in.
dependent of V, with the condition A -n = 0 included in a weak
form. The current can later be found by solving eqn (2), where The effects of velocity can be included also, leading to the extra
A is the value obtained from above, terms in eqn (2) involving the velocity u. The resulting equation

is complex for time harmonic problems, but is no longer symmet-
Thns formulation is also apphcable for DC problems ksince the nc. A conjugate gradient squared algorithm is used therefore to
gauge is independent of frequency), and allows vector potentials solve the linear equations.
to be used in non-conducting regions (with the gauge effectively
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Formulation For The Full Frequecy Spectrum

When the frequency is high, it is necessary to include the effects

of displacement currents. The full system showvn in equation (3)
mast now be s6lv (neglecting vdoA 8y ter).

V I ! oA - XA 3VV )

The full form of the Lorentz giugeis used VA = -psV-/e-
and when substituted into equation (3) leads to the new govern.
ing equation (afterhavig applihd the Galerkin procedure)

Figure 4: Field E, n short cinuit waveguide at 1 GHz (below

cutoff)

J VxW!VxAdfl + JV.W!'V-Adil-

i4 f, W-Adfl - ,'W.Adf+ (4)

f! -.nW nd 0 A formulation, similar to the low frequency eddy current formu.
lation presented elsewhere, has been shown to be extendable to
solve high frequency applications. An eigenvalue solver has been

developed, and results have shown that the approach is viable,
This is then solved using a standard complexICCG solver. To and does not produce any spurious modes.
be able to recover the electric field (including the losses), the
solution for V must be obtained. This is achieved by solving the The full set of Maxwell's equations have also been implemented.
secondary equation V. .J + V.I.2 = 0. The resulting equations are no longer of an eigenvalue nature,

and a deterministic solution method is required. This will then
If the frequency is sufficiently high, the conductors can be re- enable solutions to problems in wich lossy materials are also
garded as ideal In this ease, the terms involving o, can be ne- present, in addition tolossless dielectric and permeable material
glected, and conductors are modelled using boundary ,onditions types.
alone. This leads to a real set of equations. Alternatively, the
equations can be structured as an eigenvalue problem, of the
form Ku = w'Mu, which can be solved to find the resonant Rfrec.a
frequencies of the system.

A typical example is shown below shows the standing waves gen. [1] 0. Biro and K. Preis, "Fimte element analysis of 3-D eddy

crated by a short circuit termination on a rectangular waveguide currents," IEEE 71eansachons on Magnetics, vol. MAG-26,
at two different frequencies, one above cutoff and the other below p. 418, March 1990.

(showing the evanescent nature of the solution). [2] C F Bryant, C R I Emson and C W Trowbridge, "A general

purpose 3-D formulation for eddy currents using the Lorentz
gauge," IEEE Transactions on Magnetics, vol. MAG-26,
p 2373, September 1990.

[3] "Proceedings of the Oxford TEAM workshop, 23-25 april
1990," Tech. Rep., ISPRA, 1990.

Figure 3: Field E. in short circuit raveguide at 10 Ghs (abore
cutoff)
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Magnetostatic conservation principles and as, s done m Ordinary FEM This is the bess of the onsevation pei-
... ... cple that wewiUom back to later. C ou dmixed FEM. ee from the diferentiability reqmremets disploayed by ihe opt -

-epttasereqreent dspi-hyth'prational formulation, the poteitials are rejaro entd no piecei wise con.
S Polak stants, the vector unknowns as linear functions. To solve equaiion S

for the potential values after emination of the veciorsaone encounters
April 9, 1991 the matrix BTA-IB. This is not an NI matrix and at is also dense.

One may wonder whether there is any advantage an rot eliminatng
the ratrix A and iolving with e g a preconditioned iterative rethod.

Abstract I hive no knowledge of any special properties that would make this
Is this paper se consider the mixed FEM in connection with advantageous. The usual procedure is [3 the introduction of alscont-Y-tser.tion priniples for magpetstatic prebleir. The usual nuites m the edge normal romponents of the vector unknown in the

FEM can he vhere atvingamainralenergy is the has. fune. space of vector fanctions The continuity is enforced by ddng extration space under consideration It does not satafy a discrete flux equations. The extra equation number is coimpe sated by the fact that
ronervation principle. rtaxed PEM'. have the property that now thei are two unknown per edge. There still are the sane number
they satisfy sah principles. The mixed FEM is explained with of
the help of a simple Poisson problenh Then we show the lack of unknown and equatsns. The equtron Snow as replared hy
o...rtion for the FEM. Several formulations of the magneto. I /- I(static problem are dscretised wich the mixed PEM and conser. J t.,- (6)vatioa principles found. Als noral and tangential component T

continuitypropetiesof vtor untities ivoled,astrrosg pintJ/ f(v . / (7)

I Introduction. (
In this paper we investigate the conservation principles and element Vre ,a VAN E VA and V E A,,o with W the space of linear functions
interface conditions that are of interest for magnetostatc problems on each triangle, Ah,( the space ofedge valued functions that are equal
in connection with mixed FEM. In section 2 we describe the nxed to C on r. This set of equations ra be represented by
finite element method for the simplest Poisson problem. In section 3 /A 11 C a: )' ( )we show with a simple example that the finite element method does BT r (9)
not have the conservation proverty under consideration. In section CT 0 0 X.
4 conservation principles for magnetostatic problems ire drscussed in T3
counection with mixed FEM dascretisations The term "exact* wdl
boued to idicate that apart from rounding errors two numbers are where oa,,\ and r, are the logical replacements of the variables
equal, so the fart that equality is not influenced by discretisation. a,u and r as used in equation 5. It as shown m [I] that the matrix
2 Mixed Finite Elements for the P-oisson an equation 2 is a row diagonally dominant M-matrax for non obtusetriangles, The solution obtained with both formulations as exactly theproblem. same. It is clear that, for the same number of triangles we have moreThe nuxed finite element method is discussed here only with respet unknown in the mixed FEM than in an ordinary FEM. For each tri.angle there are three unknown edge variables, one unknown potential
to applications For mare basic mathematical considerations III may vaue and three =known vector normal components. Per two trian-
be consulted In this section we explain the minxed FEM for the Polt- ges there us one edge variable , So for N tnghes approximately
son problem Au = p, on a region fi C R wath boundary r, and ts lsu t ondgeon sb . o for e pamateth
grven on r. It enables us to explain the essence without unnecessary (houndary condhtsons) SIN nknown. However we may elirnate theconstant potential values and the normal components of the vectorcompicatsons, The hart adra is to split the equeatson in two first order unknown The system for the edge variables still as sparse, wathn twoequations dimensons only a five point coupling. This implies that the natrix

0 Vu (1) has less nonzero values on each row then usual with FEM, The number
V.-0 P (2) of unknown now is approximately I 5N. For FEM we can not exactly

make a simllar calculation because the number of unknown dependsThe cmxed FEM formulation for this problem then As on the number of triangles conng together in one vertex. However

er (3) if we assume an average of sax triangles per vertex we have approxi-
mately 3N1/6 unknown. The conclusion is that the number ofunknown(V.,0) r3 (4) is more but the number f nonreroes is less in mixed FEM than in or-

VT E It' and VO E V,, where (, ) is defined by fji and ri stems dinary FEM. There as uo evidence known to me clearly showing the
from the boundary tonditons, W. C R(div;Af) and V, c L:(n) In properties of the two types of matrices with respect to preconditioned
practice the simplest basts functions for a triangular mesh are given iterative methods. It also is unknown to we whethar the same number
by the u,O constant on each trangle and o," piece wise linear vector of trangles is needed for equal accuracy.
functions with continuous normal components on the edges. These
are e g. the lowest order Ravint Thomas spaces, [2], A bess for the 3 Conservation principles and FEM.
vector space is given by a,(z - T,,p- Y,) where a, is the normahing
factor. The set of equations stemming from this doscretasaton can be The PEM often is derived by requiring an energy functional to have
represented by a mmimum value over a certain fiute dimensional space Ihe con-

\ \ ~lisuous solution often satisfies a conservation principle at the sums
BT (5) tame So for 2 which we may interpret as an electrostatic equation

I ) 55 /relating the displarement vector D = Vu to the charge density p the
with A = ((flvj)),B B ((O1,V -. j)). The r. are a basts for VA and conservation principle states that the charge in a volume equals the
0, a basts for W$V. The unknown are the normal components at the total displacement over the boundary of the volume A sample example
element edges and the constants per element. Here we have not per. shows that wathin the representation and spaces used m the FEM thisformed a partial integration on the V. applied to the vector unknown is not exactly the case for the FEM solution Consider the example
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ur. 1 (O) u(3 r ntesget1,] o h conservation functions no longer give an M-mslrix Solutions for this probleniw
principle we should find u,(3) -- u.(O) ='Jo' idz = 3, However the discussed in 171 and (81
FEM solution with one uihnown at iz-l und lieai hais functions,
will give 2 25 instead of 3. For~thi mnixedl FEM sliscussed'in section 5. Concluding remarks.
2 the oonse'rvation is guaiint~ed by the fact that osie of the two (or
three) basic equations is' Rom the considerations given in -this Pper it is cleor that conservation

Principls s4 found when usiag'the mixd' PEM for magnetostutic
17 c,-p)wo = 0 (tO) 'Problems, sinolar to those found for otherpiohlenis. The efficiency

JJof the metho d w ct. the FEM-cai not he judged from theoretical
Y# with constant per triangle. We therefore may take 0 l I on a considerations so there are, en th one hand mome unhnown white on
triangle Using the Gauss theorem immediately gives the cnevtion the oth'er haod th mire cot is more spurs. Os top of this it is not clear
principle It should be stressed that this is mainly due to the fact that how the number of necessary triangli differs from the number needed

wedid not use a partial mtugeation to derive in the first place. for the FEM Practical experience willh mixed FEM for magnetostatic

4 Conservation, principles for magnetostatic prbmswudhveyieetng

problems. References
I irst we consider the usual magne'testatxc vector potenitial formulation. I)Fiec~ h xsecuiuns n prxmto

;7xsV X A nJ (I)of tddle point problems sriting from lagrangian multipli.

In two dimensions this is exactly equation 2. However the interprets. ulioneve, Fiaolsed,R.2. eetRchrceOp
tionof the conservation principle is diffeienl. We haveV7x A'VAs = uSoel, ot94R2

and IIV xAf~l VAzl[ where A ei(0,0, As). Therefore the conserva- [2] P.A.taviart and J.M.Thomas. A mxed Finite Element
ln prnil ssml H.d ~m w at r neetnMethod for second order elliptic problems', Mathemati.

the conservation is per arbitrary group of triangles exact and for arity cal aspects of the Finite Element Method. Lecture Nosies
element edge there is point wise tangential component continuity ofinMt60,931,Srge17,
H. It should also he pointed out that the tulassical "spurious sources" i ah062235 pigrl7~
sue impossible with the mixed PEMI. In those diarnussions the situation 13[ N X Fraeijs do Veubeke,'Disptacement and equilibrium

is more camphoale because as is well known [41 a gauge condition is models in the fioite element method'. Stress Analy-
needed to ensare uniqueness for the vector potential, A possibility is ii, O.C.Zienchiewicz and G Hlollister, eds Wiley New
the inclusionof the gauge by using a V-V formulation rs e g. discussed Yotk,1965,
in 15). I suspect that also here a conservationt principle can be found,
hut have to investigate this farther. The oithe. formulntion that is of 141 S J.Polaket al ,A new 3-1) eddy current model', IEEE

interest is 151: Trans Mug. Vol.19, NoO 1983,pp 2447.2449.

v(V 4- He) .oll (12) [5) T.Morisue,'A now formulation of the magnetic vector po.
where He is as defined in [61. The first ordir equations are tential method in 31) multiply connected regions', IEEE

VD = 170-1e)(1) ans, Mug. VoI.24, No.1,1988, pp 118.113.

V- . 0 (14) 161 ISihin and C.W. Troubridge'On the use of the total
scalar potential in the numerical solution of field problems

where the way p is treated is important. Then the mixed FEM withinectoaeicU Evl 1424019y

nornal component continuity is 17) S.JPolab'lsiued PEbI for Au - s' International series of
numerical mathematics', Vol. 93,1990, llirhsuser Verlag.

(V-Bl,s) n6 (16) 181 Loisalloatella Marini and Paula Pietra'New minxed finite

VT C IVA~ and Vu C Vh and the equations with notmal component element schemes for continuity equations',
discontinuity for the hais functions (not for the solutiont). Compel, Vol 8, number 4

11 fn P -.+ E!T( TV7- H)r

T 
(17)

I I(*OwII (18)

E ii el3.ds (19

Yr C IV',VOY 6 Vi, and Y E AAp. Therefore the conservation principle
here is

I 1jllBdnssS (20)

for r the boundary ef any set of elements. As usual in the mined FEM
we also find normal component continuity, point wise en any element
edge. Also when the combination of a reduced and a total potential

ar) e used the formulation automatically gives a pointwise D1 normal
component continuity at the inleefce. For Eddy current problem
the tame discretisalion principle can be asp hed hut the simplest bats
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OPEN BOUNDARY PROBLEMS IN ELECTROMAGNETIC
CALCULATIONS

by Gfrard Meunier (1) and Xavier Bunotte (1, 2)
-(I) Labomt6ire'd'Elictrotechnique de Grenoble (URA 355 CNRS),INPG
(2) Laboratbire de Magn~isme du Navire, INPG

ENSIEG;Domainle Univeritaire BP 46; 38 402 Saint Martin d'H~res,
-Fra ice

therefore may be applied to problems other tlhan the
ABSTRACT Laplace ,equation in 2D cartesian coordinates. He has

This paper presents a finite element technique for particulary extented the possibilities of inverse
tion f oen transformation applications to axisymmetrical and 3D

compn boundary problems using problems-and has developed a transformation which
transformations.The principle of the method is brifly even in 2D is not conformal but whose introduction
developed.The efficiency and the easiness of the into a 3D finite element software is easier than that one
implementation renders'this method very interesting, of an inverse transformation.These works'being very
An example of an rnagnetodynamic application is interesting, we have been searching for new
presented. transformations and introduce them into thesoftware

INTRODUCTION FLUX3D with regard to a great efficiency.

Unbounded problems in electromagnetism science PRINCIPLE OF THE METHOD

are encountered in a great number of applications. The
resolution of such problems isnot obvious using the The principle consists in considering, that the

finite element method (FEM). Indeed the magnetic or entire 2D or 3D space E is the sum of a closed internal

electric fields far away from the structure can not be subdomain Eint (treated by the FEM) and of an open

neglected. boundary external subdomain Eext.

In order to overcome this limitation of the FEM,
several techniques have been proposed by differents ..
authors

1
,
2

. According to P.Bettes
2 , they might be

separated into five different groups: Z M 4
the method of truncation wich consist to

approximate the infinite domain by a closed domain,
which should be sufficiently large o0na yd t Close tdym problem

- the method called "Ballooning" developped by
P.P. Silvester and a1

3  FigureS
- the "infinite" or "mapped" elements

4  In order to take into account the external domain,

- the use of transformations reducing an open we map it into a closed domain Eext trans by means of

infinite region to a closed one
5  a bijective spatial transformatien as it appears in figure

the methods couplingFEM with an analytical or I This domain Eext-trans is meshed, and used for

numerical method (BEM~)
6  solving the problem. The equations of the physical

Among these methods, we have used particulary problem are, of course modified by the transformation.
those involving transformations. The theory applied is For electromagnetic problems, the alterations of the

to reduce an open infinite region to a closed finite one. equations are obvious. For example, using Galerkin
Up to now, the transformation used (inverse method for the magnetostatic scalar model, we usually

tranformation like l/r) were conformsal mappings have to compute:

logically limited to applications in 2D cartesian
coordinates from a geometrical point of view and to the a VT
Laplace equation from a physical point of view (theJJJ It [3w] [V]Tdx =
Laplace equation is invariant to conformal mapping). t ax a x

In previous papers, J.F. Imhoff 
8

,
9demonstrated that

these transformations need not to be conformal and
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1~ tranformation develioped by Zienld.ic , Emson and

,.~.T

Beties4 which introduced the mappd element.They(U pI )'j. A give'the-sari relative and absolute error. Howewer
their transformation can only simulate the exterior
region by using one element. With the method
presented in this paper we -make a global definition of

where x, are the coordinates in the real space Eext, X the transformation which allows to mesh the exterior
the coordinates in the image space Eexttra, [axQXI region as thickly as necessary in ordrer to
is the Jacobian matsix of the transformation; Wi are the solution. tmprove the
usual finite element functions in the mapped domin

and wi are. weighting Galerkin functions, whichare REFERENCES
known thaiks to their inageg W i-

[lIP. Betes, "Finite element modellirg of exterior
From all the transformations we tried we have electromagnetic problems" JEEETrasMag, Vol. 24,

kept th: spherical shell transformation and the NO: 1, Jan: 88
parallelepipedic transformation 1 0 . 'The way we [2]C.R.L 'Emson, "Methods for the solution of
implement these transformations lead to the creation of open.boundary electromagnetic-field problems", IEE
an efficient tool. The modificitidn of the integration Proc., Vol. 135, Pt.A, N°3, March 1988
procedure is made by subroutines wich carry out the [3]P.P. Silvester, D.A. Lowther, CJ. Carpenter, E.A.
modification of the Galerkin functions due to th. Wyatt, "Exteroir finite elements for 2-dimensional
transformation.The post-procesing (fields computation exterior field problems", Proc. IEE 124, p. 1267,
in the infinite region for example) is made by the same DememberI9Tn

[4]O.C. Zienkiewicz, C. Emson, P. Bettes "A novelway using the same subroutines infinite element", International Journal for
EXAMPLE Numerical Methods in Engineering, Vol. 19, pp

393-404, 1983
The Figure 2 presents a roagnetodynamic problem: [5]D.A. Lowther, E. Freeman, B. Forghani, 'A sparse

computation of eddy currents in a thin sheet conductor matrix open boundary method -for finite element
induced by a exterior sinusoidal field (0.1 Hz). Ile analysis", IEE Transactions on Magnetics, Vol. 25, N0

sheet conductor is modelledby a A-V formulation 4, July 1989
applied to surface element. The exterior uniform field [610. C' Zienckiwicz, D.W. Kelly, "The coupling of
is simulated using the reduced scalar potential and the finite element and boundary solution procedures",
imfir te domain is modeled by a parallelipipedic International Journal for Numerical Methods in
transformation. Figure 2 shows eddy currents in the Engineering, No 11, PP 355-375, 1977
sheet and reduced scalar equipotentials in the air. [7]G. Meunier, J.L. Coulomb, S. Salon, L. Krahenbdhl,

"Hybrit finite element solutions for three dimensionnal
scalar potential problems", IEEE Trans-Mag Vol-22,
n* 5 p1040, Septembre 1986
[81 J.F. lmhoff, G. Meunier, J. C. Sabonnadilre

trdtby var o0ut Reduced =1v "Finite Element Modeling of Open Boundary
ptm1t ines Problems" COMPUMAG, Tokyo september 1989,

IEEE Transactions on Magnetics.
[9JJ.F. Imhoff, G. Meurir, X. Brumnotte, J.C.
Sabonnadi cr: "An original solution for unbounded
electromagnetic 2D and 3L problems throughout the
finite element method", INTERMAG 90, Brighton,
IEEE Transactions on Magnietics N026, Septembre
1990, pp. 2196.2199

EM cutnft shwe [10]X.Bnrnotte, G. Meunier, X. ,J.F. Imhoff: "AFinite
element modeling of unbounded problems using
transformations: a rigourous, powerfull and easy

Figure 2 solution", COPUMAG 91.

CONCLUSION

The method used gives very good results for the
exterior region and is very cheap compared to the
"Balloning" method or hybrid method (FEM-BEM).
The employed transformations seem to be similar to the
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DIFFERENT STRATEGIES IN THE OPTIMIZATION -

OF ELECTROMAGNETIC DEVICES

,C.A.Magele. I.LPrcis, O.Biro. K.R.Itchte

Graz University of Te'chn6logy, Kopernikusgasse 24, 'A-8010 Graz. Austria

Abstract rent values for the mutation step width. The new parent is
selected from, among-the descendants only, -The adaptive

The design of optimal geometric boundaries to-achieve a control of the mutation step width is achieved by the survival"
prescribed behaviour of the electromagnetic field hai"been of the strategy, variables of the chosen descendant. The flow
attracting more and more attention recently. This -paper chart of this scheme is shown in Fig.l One~major, advantage
summarizes the application of 'evolution strategies 11,2.3l of this and other higher'order evolution strategies compared
to find the global minimum of a given objective function -to the (1.1) strategy Is the fact that sometimes a new accepted'
These strategies utilize a simplified model of biological solution yields a worse quality than the current solution.
evolution. Another method used for 'global minimization The benefit of allowing deteriorating solutions i6 to help
is known as -simulated annealing- 14], a method based on the search avoid becoming trapped In a'local minimum of
slmulatio'nof the physical process of cooling solids to their the objective function.
lowest energy configuration. Once a solution In the neighC
beurhood of the optimum has been obtained by the methods (10.100) Evolution strategy
mentioned above, a deterministic procedure. e g. the Gauss-
Seidel strategy or.a !.iehir order deterministic strategy can In this multi-membered scheme another aspect of evolution,
be used to -identify- thte'-optmum In an efficient way. The recombination, can be introduced into the model for the
determination of the magnetic field is carried out by a finite generation'of descendants. Every set of object variables has
element calculation. Tle efficiency of the optimization its corresponding 'set of strategy variables. 10 parents produce
strategies has been investigated using a simple two dimensional 100 descendants, allowing the 10 best ones to survive to become
model with nonlinear material characteristics, the new parent generation.

Introduction

Optimal design requires the solution of a synthesis problem
The goal is to produce a given field by a sought geometry.
This task, for example, Is encountered If one has to design
the magnet system of an NMR IS), a medical diagnostic equ]p- . w
ment. Both deterministic and nondeterministlc optimization $ eo. i

methods need the successive recalculation of an electromag- sniv e on smie.
netic field problem using each time a more or less different
geometry. In order to keep the number of trials necessary
to reach the optimal shape of the magnets or distribution
of coils as low as possible, some strategy In performing the 0i=
variations Is required. Recently, evolution strategies have i

been Introduced for the solution of electromagnetic optiml-
cation problems l m_. v

Evolution strategies applied to electromagnetic problems (S,61 = 1L
utilize a simplified model of biological evolution to arrive at
an optimum of a given technical problem They are more likely
to arrive at the global optimum than deterministic methods.
To begin with, a set of variables which will be modified In
the course of the optimization process must be set to their
Initial values, Common to all evolution strategies Is the
generation of one or more "descendants from one or more
"parents by the addition of a random vector with normally
distributed components and some mechanism to choose the
descendant to "survive

=
.

Fig.l Flow-chart of the (1,6) evolution strategy
(1.1) Evolution Strater

The simplest scheme simulating natural proceedings Is the Simulated annyalise
(11) strategy. In each generation a single descendant springs
off a single parent. It replaces the parent only if It leads to The name of this method derives from an analogy between
a better quality of the objective function. This means, that simulating the annealing of solids and solving optimization
no deterioration occurs from one generation to the next, problems. Starting from an initial state ("initial temperature')
After a certain number of generations the probability of the trial variables are perturbed at random to a new state
arriving at a "better" descendant is evaluated and the standard in the neighbourhood. This state corresponds to a new
deviation of the components of the random vector (mutual temperature, specified by a cooling schedule If the new
step width) is adaptively increased (too many successes) or state represents a reduction in the value of the objective
decreased (too few successful attempts). function, then the transformation to the new state Is accep-

ted. Similar to higher order evolution strategies there is a
L Evolution Stategy chance that a state yielding a worse quality than the current

one will be accepted. The acceptance probability function,
This higher order strategy makes use of some additional based on the Boltzmann distribution, takes the form of
features of biological evolution, namely population, finite expi-AQ/kTJ, where AQ is the increase in quality, T is the
live span of an individual and genetically adjusted mutability control paramter I"temperature") and k is an appropriate
6 descendants are generated from one parent using two iiffe- constant. The flow chart of this scheme is shown in Fig.2
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Ii - Thne aepth (OSsae= 10 mm, 0Eed= Imm) was assumed
Wsaann 0, todce in ai exponiential way, allowing more significant

'Gal, ~ W? Sl~nchanges in, geome;try at higher temperatures:

"(7) ed (Ssi.T,,Eodi)* - exp(-T/%)), (1)
8 in!iss~ummiwhere % =200 degrees
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ELEcrR6MAGNETiC SCArfrERjNO'USNG MrXED FIir ,A.D INFINITE-ELEMENTS IN 2D

MALCOLM S. TOW ERS. JOHN A, R. MACNAB, and AND'REWMcCOWEN

Depirtment of Electrical and Electrohic Engin ringIf University College of Swansea . .

Yr Sansea U.K. se

A A forruaton of Helrholt'sequation hasbin where Wiis, the.global ,'ugIht function assoctated vith node I,
devolved to alow analysis of electrotnagneticbacksatter in 2D. N sthe global'shape function' for node J and the integral is
The open regions of.'the problem domain, are handled through ln over the whole mesh. .For .equation (I), simply
the inclusion, of infinite quadratic, wave envelope elements interchange tr anid it.in equation-(4).
which Serve, to enforce appropriate, fai-field attenuation. The In twa,dimenslonal'problems. Iuch as thoe.reprted here.
remainiug regions including the scatteringobject uin' modelled equations (1) and (2) reduce to problemi lni -single Complex
using triangular finite, clements with standard area shape field ceomponent with TM or TE polarizations respectively and
functions. the 'first term 'f the Antigrand in equation _(4) reduces to the

Tests have been made to venfy the technique on dot-prodiietof'the,2-diMensional gradilants of Wand Ni.
homogeneous, dielectric and conducting bodies with known Thefinite elements-'radiate from the outer boundury of
analytic solutions and, excellent :agreement has been achieved, the finite, element mesh Ioto the remaining 'open, space and,
The method Is expected, to be particularly, iueful for -following Zleniewicz t lia [33. are provided, with shape
inhomogen6ous and geomerically rregular:problems. functions in 2-D of ,the form

. INTRODUCTION

Many applictions are Iforeseen for a numerical ' 0 (Ri - 1)

computation scheme that will efficiently and accurately solve R is the distance of the element's inner edge from the decay
for electromagnetic Incidence on arbitrary bodies or scatterers centre Chosen for the mesh, r is the ditance of point (r. V)
of resonant size or greater. Such applications include the from the Centre and M Is a standard Lagrange polynomial
radar signatures associated with targets, electromagnetic shape function with "quadratic variation in the radial direction.
compatiblity (EMC), the design and siting of antennas and the r, ,and ,linear in . Reciprocal mapping is used to relate
hazardous effects associated with electromagnetic radiation. distance r, to the element local variable t,

In this paper we discuss the use of a mixed finltlinfinite
element scheme to solve the time ludependent form of r * 2R1(I- f) (6)
Moxwell's dilferentlal equations, The resulting linear equation and clearly r tendlo-infinity as t tends to unity.
system Is highly sparce and this fact Is used to advantage In If the Inverse transormatin i sapplied to M then a
their storage and solution. A De Launey mesh Is used to -i
discretise the scatterer 'and the Immediate surrounding medium polynomt In r' results. The additional factor of 0C In

and Infinite elements III are used to represent the remaining equation (5) guarantees the leading term in N decays as ri.

unbounded medium. Initial results In 2D, from the newly R is normally chosen constant I, each element [4) (5) but in

dveloped "t SEMS, will be presented for a range of the current work R is Interpolated through the local variable

teatterers of resonant dimensions. Far-field scatten is n. This has the advantage of- restoring C. continuity to the

determned directly from the nodal values of the' Infinite shape functions- bat care must be taken to ensure that the

elements and shows excellent agreement with the available Integrals in equation (4) are convergent in the infinite

analytic solutions. Meshing requirerents of the scatterers and elements.
the importance of the psitioning of the infinite elements will By choosing weight functions k.s the complex conjugales of

the shape functions a wave envelope formulation of the infinite
also be discussed. elements results (63 171 due to cancellation of the complex

I. THE FINITEJINFINITE exponential 'terms. Thi allows Gaus-Legendre Integration to
ELEMENT FORMULATION be used In the standard way. The finite elements used are

For a linear source free medium and harmonic time three noded triangles vth standard linear area shape functions,

dependance with radian frequency u each component of the Since these are purely real the resulting matrices coincide with

electric and magnetic field vectors satisfies the equations a Galerhin formulation for the finite elements, Employing
triangles has the advantage of allowing De Launey meshes to

no vxE) - kr - 0 (1) be used with their enormous power and versatility to represent
Fir geometrically and materially Irregular problems with highly

controllable local mesh density.

.x (..1 wxl) - k rlH - 0 (2) Far field calculation may be performed directly from the
solution on the infinite element nodes, without recourse to
elaborate surface Integral formulations (8. Along a radial

where E and H are electric and magnetic fields and edge of an infinite element the limit is simply given by
where it and jr are relative permittility and permeability

respectively and k - u A'p Is the free space wave { r' u(,) } -a R1 (-u + 2 / 1 (7)
number. Applying a Ptrov-Galerkln formulation to either
equation leads to a sparce linear system of equations, a' -

Ku - f (3) where u, Is the field on the Inner node, distance R from the

decay centre and u is on the outer node, at 2 R from the

where a is a vector of complex field components at nodes of centre. Unear Interplation of these results is used for values

th'e mesh and right hind side vector f contains boundary between the edges.
Integral terms representing the inclusion of Incident radiaton Ill. RESULTS
into the problem [2). Matrix K Is the result of assembing The problem domain within SEMS is split into 2 regions,
element matiies and applying boundary conditions, for see Fig. I. namely (), the region meshed with finite elements
example at the surface of a conductor, and takes the form go' and fl the unbounded inifinite element region Zz as the

boundary separating fl, and 02 and 1, i
s 

one or more closed
r ,1 a boundaries within i, defining the surface of perfect conductors

-i J T ) (uxll) k'rk Wlj ] d i (4) which do not require Internal meshing. The initial teats for
fi the code and formulation have been nde against the

ben hmarh of scatterers having an analytic solution
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conducto. 61 ifiit elements weie used to determinec the
far-fled and the corresponding anadytte soltihon was sampled
to'coloseide, with the Skdes of the etements. Redocng8 the fl,

rgo;tjitoelayer of finite elements slightly deteriorated
incident wahvedtss' u by no more than I db from the analticSolution Figs. 2 (b) and (C) are'foe a pure 'dieleetrie- of

perm~zttivity 4 nd a-lossy. one of 4 -jI* respectively. In both
eases th, 11; 'reglo ilcudtog the 'dielectric wan meshed with

Fig. 1. Deftinitions of rein adbunaispproximately 10 Cdsper dielectric wavelength, and onty oneregins ad bundaieslayer of finite elementn eutside the cytinder resutting is 47
infinite elements to eompute the far-field.

Tboe follonsog.set of, typicalresuts thown- i-Pigs. 2 (a). JlV. C~ONCLUISIONS.-(b) Slid (e) give the Scattering width - for TE incidence n at A Petroe-Gaerldo fomlto hsbe- applied tcircular eylindei-of Ic a' z 2.09 ' where a is, the' radius of' the Heboholtos equations - nwing. roedn 'finitefnit le to
cylider Pt. 2-(a Is fo~ aperecty e nig ylimder mesh to. eompute bistatie scattering from '21) objects.when Is' 11, wavetength from the sace~ of the Excellent, agreement between computed far-fietd and 'the

analytic notutors 'for 'a ringe of' circular cylinders boo bees- ' - '-demonstrated. Pomt-processing nas neon ~greatty nimptified by
computing the far-fields directly fromn the nodal value of tho

-- A-eYT Infinite elements,
-scid ' -Further work *Including'tthe positioning and shape of' the

- ~ boundary for non-cyllndirical scatterers ssd' a compatison of4 . / \'the fur-field computed from Outface/volume currents with those
- directly from the-infinite elements will Abso be dscmssed -in the

-paper.
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NEUTRONS, AND DISLOCATIONS

iN, AN ELECTROMAONETOELASTIC SOLID

'Bogdan Karuszewski

Technical U niyersity of. Poznan, Instituta of Applied Mechanics,
u, Piotrowo 3, 60o96S Poznan, Poland.

Abstract - The paper deals with a nonconven- Civ)' the- charge carrier field described by the

tional thermodyfnamical 'modelling of -Interac- concentration n and he flux

tiors of'weakand high energetic: neutrons .with - - i J for

a defective. deformable semiconducting body. electrons mi the concentration p and 'the

Field' equations and, boundary conditions, are flux jP for 'holes,
derived, Some ,examples of interactions are

analytically and,numerically Investigated. <v) the neutron . field In the case of a weak
energetic beam when its -magnetic properties

I. INTRODUCTION dominate, described by the magnetic moment

Contemporary technologies demand in many density p, and ' the .flux '( -(the neutron

situations materials ;of special properties to field is understood here - a distribution

obtain expected results which come .from of travelling and rotating magnetic
simultaneous interactions 'of physical- fields moments), "
occuring In, The neutrons passing through a (vi) or the neutron ield In the case of a
crystal occasionally collide with the nuclei rt neutron fiel in t ca iofehard neutron beam describe" op the particle

of atoms and'transfer them kinetic energy. If number density n and the fluN bk

this recoil energy is large enough the atom
concerned will be knocked out of its lattice (vii) the, dislocation field dosC,-ibed by the

site and will travel through the crystal, variable responsible for its density aand

colliding with its neighbours and may be the flux 'rV
displacing them also from their sites. The end
product will be a number of vacant lattice Taking'into account the relaxation features

sites and an equal number of displaced atoms, of the thermal charge carrier, neutron and

Having produced the inte, stitials and dislocation fields and basing on the general
vacancies the thermal vibration of the crystal philosophy of so-called extended Irreversible
lattice causes these so-called point defects thermodynamics, the independent constitutive

to migrate. During migration the point defects variables are represented by the set
may attach themselves forming dislocations, It
is well-known that the dislocation line is a C n s SpB ,TT , n,,,p,p.,,(or n)

reason of an elastic distortion field around
it, but the dislocation core, as a singularity a a JP,
of that field. posesses very interesting
physical properties. It, can be charged for This specific choice shows that magnetic

some crystal bonds are broken there, it is a exchange effects are discarded and that we

kind of a trap for charge carriers in a ignore the relaxation features of the mocha-
semiconductor, it forms a line or a capillary nical field (viscosity) so that aJ is not in

tube which considerably influences the the set (2.1). Moreover. we assume that the
transport of particles through the crystal, it contribution of the neutron and dislocation

Is the line forming a special distribution of fields into processes is of such a character
spins, and the like. So that, if the neutron that M, and a can be understood as the

beam has the energy sufficiently small the
other kinds of interactions with the body internal variables.
occur. Neutrons may diffuse along the Neglecting mass of neutrons in comparison

dislocation network. Because both have to the solid we take the continuity equation
magnetic moments, there is an Interaction in its classic form (p denotes the density)
between neutrons and electrons.

The proposed theory Is applied to several p + p vt., 0 O. (2.2)

particular cases of interactions between

fields mentioned above, The balances of momentum, moment of momentum
and internal energy for the considered body

2. THERNODYNAMICAL NODEL read assuming that the electrical polarization
The object of our consideration is a defor- is practically negligible (the magnetic

mable, homogenous, Isotropic and defective by properties dominate)
dislocations semiconducting body of magne . f

properties. It Is assumed that the following p vt- [(a),, + 'at 3k(J+ JJ)Bk+ B, , bkk
+ 
ft 10

fields interact with each other:
(i) the elastic field described by the stress a ka) + C, 0 (2.3)

tensor at# and the small strain tensors. . p . -
CIa th 'I11I. MkB- + ~pr] -0,

(i) the thermal field described by the tempe- +a(jk', bbt b

rature T and the heat flux q,

CIii) the electromagnetic field described by where v is the velocity of the body point, Mb
the electromotive Intensity 1. and the denotes the magnetization, f l the body

magnetic induction B, force, c is the couple, a is the internal
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energy, density and r,'is t&e 'Neat source. The e must -comment tt equation 2.8). In a

elctomgnti field Is govgrned' i thi- caneofo ThijW energetic neutron -beam 91(C) i
fItowingfoxweit equotions: practi cally negligible 1? nuclear r-eadtions do

not occur, within cascade of collisions.ii 69; therwise 911(C) does not. vanish and R (CM form
0 jk -- "-- source, oi additional spins coming from' the

aproduced nitrons, Then, the -elaxation time of
Sh uofieid for the-hard beam tends to

aj H. - J )- Z- 0zro 'beca~i the, beamn Is- very stable 'and
atA Inertial on Influences from outside. ThisBt0L 0 • (2.) eults -in BkCGMuO and meand that^ practically

where ll)8] onily transport features eof that field should

be considered. According to the 'dislocation
E D e sE., -field, the' term, ',o 0C) Is resp 6aible- for' a

I n I k (2.5) 'production , dislocatIon coming frpom the

ZT n+ *-n + p +p- P.," inter;ctln.pf tha'ha-d neutron bea with the

B I - lattice." If we, 'however, deal with' the weak
o(H, + IV ., energetic neutrons the magnetic' Interactions

ootdenote the permdttivity and pemeability dominate 'it processes, I K(C) , de'rcriies

is the magnetic-field Intensity, couplings with, the remaining fields in the
ovacuum. H Is ne. body and the relaxation time of the neutron

, p are charge densities of fixed- impurities field is relatively long. According to 41(C)
and n,,po are the equiLlbriuht concentrations. i, practically for the

iti prcial negligible, o h week
Of electrons and holes, respectively. The, re- energetic neutron beam interaction as a source
aton (2.5) should be written an of dislocations and can occur in the case of
B~.. p(H 1 + pti+ ]) for the weak neutron beam elastic deformation as well an for couplings
case, but as Iil I«IHt we have kept the with such ' physical fields as - the

electromagnetic, thermal, and the like.

classical expression (2Z)4. According to the All the fundamental laws (22)-(2.8) should
evolution of the total charge we are not contradict the second law of th ermodyna -
interested only in the balances of, chopre mics. Thus all the considered physical 'pro-

corrers. for the fixed charge,af Impurities Is cesses have to be restricted by the following
rather weakly engaged Into Interactions, Their entropy inequality
forms read p ; + , Pr Z 0 (2.10)

D I) + J, * g -rwhere s denotes the entropy density and is

p + J, p - (26). the entropy flux.

A l The most difficult. step in constructing the
theory of lnteractions 1 i. t sont.itutive

h the evolution equtloms of electro and part. On introducing the set
hol& fluxes

S'- , 1 ,1%,c5 er
'
g
5

,",r,r ,A (or S),, (or 5.
4 'p

(2.7) J ' l' a 41 , t(2.11)

J - 4(C). we look for the constitutive relations in the
form

we = e2 (C) . (212)
where g', o~,r" and r

p  
denote the generation On analyzing the entropy inequality toge-

and recombin.stion of the electrons' and holes. ther with (22)-(2.7) with the help of Liu's
respectively. Since the dislocations during theorem we use the free energy and
interactions as well as the .neutrons can move flux-potential function
through a crystal the evolution equations for
the above fields take the forms ' e "-Ts, K =pv -T9 (2.13)

A (C)-0 5+1k 3(C)00 as the most proper ones for the considered
processes.

As a result we obtain general definitions
j- 15 of the constiLutive relations (laws of state)

basing on the free energy density, the
a Ik -tf(C) - 0 (28) fluxllke relations leading to the explicit

j iik.k ii form of the entropy flux basing on the
4' - V (C) -0 flux-potential function and a residual

ii inequality which the kinetic constitutive

The last law concerns the heat flux evolution relations can be defined fiom Some particular

equation examples of interactions are analytically and
{ Q(C) . (29) numerically investigated,

The superimposed dot and asterisk denote the
material and Zaremba-Jaumann time derivatives,
roepeotss15.
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oDYNAMIC BEHAVIOR OF THIN SHELL STRUCTURE UNDER
.MVING-TR0ANSIENT MAGNETIC FIELD

• .

TOSIIYUKI TAKAGI- AND JUNJI TANI
-f - tuithof Fluid Scienc, bhoku Universityki I ~'I '"21, Aobi-ku, Sendai 980, Japan "

; -ThLs i'apre descibes .th ifialyse of the coupled B. DeflectionmAnalysis
oeutrmaeti-mchanial [Iob'sc*'on the dynamic behaviors of a
thi iplated ashaltoworch under moving7 trasienhsmagnctic'field. B.I 'Pltc'dcfkctlon
Numcrralanalysc, onidering thecosphng effectbewennagnetc The governing equation for the deflection of the thin plate
field_, defec iih are drt fo theevahain of eddy current, considering the Lorentz force is expressed as follows:St ,magneta fled, forc'id vibrat in. P .. .

'L'fRODUCMON + + ) 4 P2 16 at

Thin elfetrically conducting plate and shallow arch'are used in high (5)
magnetic field machines; They receive transient and/or impulsive where D, h and p are bending rigidity, plate thickness and mass
eletromagnetic forces, deflect dynamically and sometimes show density respectively. Coupling with ddy currcnt calculation, we
magnetoelasticlly unstable behaviors. eslculate the plate deflection based on the finite element method with

The coupling effect of a bear has been investigated by L R Turner the no eoaforming triangularelemens using themdalanatysi [61
[1], T. Morsue [21.S. Matsuda (3] and so on. They treate the rigid.
body movement and the elastic beam deflection under unifoirm time- B.2 Arch defleilon .
changing field. Dynamic' responses 'of shallow arches under The equation of motioi for a shallow arch was given by Humphreys
mechanical forics have been ilrcady studied [4]. Humphrcys derived when a mechanical impulsive force acts [4]. By adding the structural
the nonlinear equation of motion for an arch under an impul.ive damping term to the Humphreys' equation the following non-liner
mechanical load onside'ring'an 'axial force (4]. We have already differential equation can be written,
shown the preliminary results for the. dynamic behavior of a shallow
arch under transient electromagnetic forc [5]. a4b 2 ._2b_ b
In this paper, we show the numerical calculation procedure for the E

1
T0-.S 0 (ys ")+ pAT2+ C Wq (6)

coupling effect between electromagnetic field and vibration for both a
thin plate and a shallow arch. where El. S, yo, p. A, C, IV and q are flexural rigidity, resultant axial

I. NUMERICAL ANALYSES METLIOD force, initial arch shape, mass density, cros-section. damping
coefficient, arch width, and Lorentz forc respectively.

A, Fddv Current Analvos Using six vibration modes, we obtain the nonlinear equations of
motion and solve these equations iteratively using Newmark 0

A thin elastic isotopic homogeneoas shell with electrical conductivity method coupled with eddy current calculation.
o and magnetic permeability It0 is set under a coil field. Ill, RESULTS AND DISCUSSION

From the Ohm's law, the following equation is obtained,

In this study we performed two numerical calculations.
J-o(E~uxB) (1) (1) Dynamic behavior analysis of a shallow arch under a pulse coil

where J is current density and u is deflection velocity vector. field 171,
Since dvJ. th current ect o pot denltial videinedasy v otor . (2) Dynamic behavior analysis of a thin plate under moing magneticSince dre J-0, the current vector potential T is defned as, J-,rot T. field IS).

Using the Faraday's law and eq (1), we get the following equation.
aB ~ A. Shallowy ArchaB

rts(rot 7)..oT,+ orot(uuf) (2) An arch test piece is set with both ends clarnped as shown in Fig.I.

The length, the width, the thickness, the arch radius of an aluminum LVe divide the magnetic induction into external magnetic induction test piece are 100,20,0 . and 500mm, respectively. Fig 2 shows the
Bo aid that induced by eddy current B. We finally obtain the measured dyname. responses of the arch when maximum pulse coil
governing equation using the current vetor potential for a thin plate .ifrent wa 393A kpulse width, about 4mse). The numerical results
considering the couplusgeffct as, for the response with and without considering the coupling effect are

shown in Fig.3. Vibration behavior (such as amplitude, frequency,
6.7 o5-(BmtBa), oV (3) vibration mode etc,) with the coupling effect almost agreed with that

of Fig 2.
Fig.4 shows the relation between the coil current and the maximum

V 06 B -'26 'Bo'6 (4) deflcetion Both numerical and experimental results might show a
V5f.Bo t " + Bo y - a- ar kind of snap-through buckling behavior. We define the critical current

when the maximum deflection becomes a half of the arch height (H).
where h is the lateral displacement. As shown in the figure the numerically predicted critical current with

the coupling effect was within the scatter of experimental ones.
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I16-
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Figo Tebst apparatus *

r: radius of Iscircular coia p: pitchof coils Vc; velocity of a series of coils

5.00 1,: current of coils rafi 025, po4r
& Fig 5 -Analytical miodel

*Fig 2 Dynimic respons ~
-Ofanarch ... ,.. a3

0 -

(a) With coupling ternis (b) Without coupling terms
Fig 6 Displacement and Lorentz force,-y.5(MA)t

5.00 tn.no

0.05 0.050

Z Fi. Copln efec

0 40 0 40

Ttm~no~o) the effect and coil velocity. 71he ratio became minimum (0'95) at
(a) With coupling term (b) Without coupling term Vx8(rnfo) asd It was less than one. This means that the magnetic

Fig.3 Dynamic response of an arch (Analysis. l393A) dumping coefficient changes us a function of the coil velocity anda
negative damping effect exists at a certain velocity.

400 IV. CONCLUSIONS

'Ac showed a numerical analysis method of dynamic responses of
9.400 . thin shelstrueture under magnetic field. The method was applied to

........................ the dynamic behavior analysis of a shallow arch under a pulse coil
.. ........ field and a thin plate under moving magnetic field. In both cases we

.no 1-1 ...rt "ill, showed the differences between numerical results with asd without
lis 7.~ t3 the coupling effect. Therefore we can coaelude that the coupling

calculation is qaite important toevaluatethe dynamic response of thin
I I shell structures under magnetic field.

0 AJ 6 3 t10 We wish to acknowledge Mr. Y. Ohtomio, Mr. S. Matsuda and Mr.
Hirad4.5.a1-0 (-~) Y. Mohi for doing experiment and numerical calculation.

Fig.4 Pulsi coil current vs maximum deflection
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it BUCELII5 BEHIAVIORS OF CYLINDRICAL SHELLS DUlE DO IMPULSIVE ELECTROMiAGNETIC FORCES
1
K. _I~ki. 

2
y .-'Kawanot2,, 3 ~oo M.4Hsioo

. igaoto; M4. Kushlyana and K. liya
1
itsUlAtoicPo~ier-Idilstrfr'a. Inc.. 2-4-1. Shibakouen. lMInato. Tokyo; Japan;

4 Unliesity~of industrial Technology,' Sagamihara, Kanagawia. Japan.
Naclear'Engineering"Renearch Lab., University of Tokyo, Tokai-mura, Ibaraki. Japan.

Abstract- The buckling characteristics of- a cylindrical differential pick-up method with a couple of small
shell are experimentally studied to determine the .c0i13 that are placed'on both sides of the cylindrical
effects, of'impulsive~magnetic forces.. and compared, to shell as shown In Fig.l. However, this measurement can
calculation results. Dynamic effects including the not ho applied to the experiment with large deformaition
eleotroagn eto-mechanical' coupling are observed at of the shell. The experimental data of an Induced
Impulsive loads of high frequency D-lOkHlx. one-turn current are compared to calculated reaults an

.hown In Fig.2. They agree well with each other as
1. DNTRODUCTION, long as thedeformation is small.

Large Impulsive magnetic forces ant on the vacuum Eddy currents induced on the cylindrical shell have
vessel and other components of fusion devices 'daring been calculated with MATEX (21 and EDDYCUFF (33, that
plasma dislrupticcs.Therefore. the buckling problem Is uses a finite element circuit method (the ' network mesh
one of, the importint. considerations daring the design method with finite elements) with the normal component
period of such devices. However, the buckling Of the current vector potential Tn. The maximum
behaviors of cylinidrical or toroidal shells 'under induced one-turn current is -70% of the maximum coil
Impulsive magnetic 'forces is nut well known. As the umPere-turns In the cane of f-1.25kllx, h-inn, p-2.9pftim
first step towards addressing this problem, experiments as shown In, Fig.l. The' calculated results are
and analyses have been done on cylindricalshells. summarized for the maximum induced one-turn current in

Fig.3. The clentromagneto-mechanical coupling is not
I. EXPERDIENTAL DEVDCE considered In these results.

A capacitor-bank and a working solenoidal coil are the
main elements of the ecperimental apparatus as shown in 30
Flg.i Ill. Ignitron switch controllers are prepared to .,Coil ourvo f.25i lc
make impuli3ve sinusoidal half exciting current waves 25 "..i i
as shown In F15.2. The working coil is lO0mn'in length .( t/ P 2.P9Aiace;
and d0na In diameter. Two kinds of capaoitor-bank are 2 l
used. C-14A0pF (2AApl?0) and lIpF (6pWc). The coil
current peak time was changed from At-.'A.25n5(D~k~z) to
O.2mS(l.25kHm) by adjusting L and C. 10
The test specimens are cylindrical ahells, 53mm In

outer di 'aneter and lA0so and 60mm in length with a a5
variety 'of' thlCknessc h-1, 0.5 end O.l4mm. 'The ico
cylindrical shell Is located Inside the coil. Aluminum0
alloys are selected as test materials because of' their a i nn 5 03 OAP9,M.. A Qe P
high electric conductivity and low density, which are
preferable for testing deformation and buckling 01 0n.
behaviors of the ehell. Two aluminus alloys, A1070-0N
and A5052-H14, are used to Investigate the yield
strength dependence on buckling behaviors. The 0.2% ledou o wrot
yield strengths are 40HPa and 220HPa, respeotively. ~' Ci.
The eight Items are measured as shown In Fig.n,-2
avoiding electromagnetically Induced noise and Fig.2 Comparison of measured and calculated one-turn
responding to high speed phenomena, currents Induced on the cylindrical shell.

III. MEASUREMEINT AND ANALYSIS OF EDDY CURRENTS
An Induced one-turn current is measured by a 0 ExnCnW dmi

buu* -1 Oll't spem

Shel nnlcol lte l

01) V o -J21602



IV. DEFORRATION ANWBIICKLING. pe rformed and the dynamic response factor is calculated
Tasetdeformation during the loading teat of an to he 2.04-1.36 at the 1.25'lOkHz Impulsive loads.

impulsive magnetic force was observed by a high speed Figure 6 and 7 shows the dynamic effects of the

showthe efored hape of he clinrica Shels.The ynamc' bcklng lad by. therdi dynamicth

auch, 3a-~typioal, wave'nuzber t- 6 -8 it the-l.2S"10kdiz results, the large-difference between-the experimental
dynamic loads. Idata~ and the predicated dynaioh_,uckling: loads at high
The-residual deformation oftha cylindrical~shells-was frequency 13 thought to he due'to the dynamic effects

inves3tigated after the lcading test. An example of- of- eleotromagneto-meohanlcal coupling, buckling
buckled cylindrical ahells is shown in Photo 2. strength and material properties. It is reported that
Figures 4 and S show the buckling lcads experimentally buckling strengtb'and material properties such as yield
obtained in the -tests cf the, A1070-0 -and A5052-H14 sti-ength change at short-duraticnimtpulsive'loads.
shells, respectiveli. The buckling loads are shown is The, effect of, electromagneto-neohanical coupling can
a functico. of the radius to thickness ra tio (iath) of be, calculated from -deformation data derived' from high
the cylindrical' shell, with the parameter of impulsive speed pictures, such in Photo-I. It Is estimated that
current frequency. They are' compared to calculated the magnetic pressure on the cylindrical shell can be

reuts o elastic, plastic and elastin-plastic reduced 10-50i% by the coupling effect in typical
bucskling fofr static leads. Elasti6-plastio buckling buckling conditions.
analysis ham been carried out using BOSOI (41.. Buckling
of A1070-0 shells, occurs In the plastic range'- as shown VI. CONLUStION
in Fig.4. On the other hand, buckling of AS952-H14- Buckling charateristics- of a cylindrical shell are
shells- occurs in ,the elastic range. Experimental experinentally obtained for Impulsive electromagnetic
results are higher than estimated static bucklinrg~loadi loads of lOk~n and 1.25kHz. Buckling leads

at high fre-quency. experimntally observed are much higher than those
expected from statIc buckling analysis and dynamic

V. DISCUSSION structur~e responne analysis at Impulsive loads cf high

The difference between the experimental and calculated frequency. This difference can be explained by the
results is enplained by combined dynamic e ffects. electrncagneto-mechanical coupling and dynamic effects
Structure response analysis for dynamic loads has been cf-buckling strength and material properties.
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-MAGNETO-ELASTIC BUCKLING OF SUPERCONDUCTING COILS

.A F. VAN DE VENB is the rigid.bldy rn-ineoic field in the vacuur G and 0 is the
Department of Miathematics andComputing Science perturbid (due to U) magnetic Potental snG. *The displacement
EiAdhoven UF. veity of Teehnology Unmust be chosen in such-a way-that it:is characternistic for' the,

P.O. Box 513, 5600MB Eindhoven, The Netherlands deflection of the specific slender body under ronsideration and for
the type of buckling that is assurned to take place The field B and

Abstract Systems of superconducting coils can buckle whenever the the potential, Olhave to satisfy the constraints (fields that satisfy
electric current through the ioils eiceeds a certain critical value. these constraints are called -dmissible)

A v!,riationnl ineth d which uses as adnissible magnetic fields the .. d. ..
so-callel Biot-Sa a'rt fields is pirented. An evaluation for slehnder i) curlB = O , xE G, B -0, 0 xi- o,

- systems of*curved beas is given " Theumethod is applied to a con.
ductor in the shape ofa fiat spiral coil. (and Anprels law) ,EG+;

INTRODUCTION Ii) ~ elxi~ ~ - X-e
T OI) 00=0;x + ; -0 , IX-+. (4)

A superconducting body in the shape of a slender curved
beam is placed i a vacuum and carries a prescnibed current I. The Our variational principle as presented in e g, 131 states that
own field of the conductor, generated by lo, causes large Lorentn the first variation of J with respect to idmissible U, B and i, must be
forces between the seperate prts of the conluctor. Due to this the zero. On this basis we lroceed as follows, we first choose admissible
system can become mechanically unstable and buckle whenever 1o fields B and t, and thereafter we take the first variation of J with
becomes too large (Io > Isro-). In a series of earlier papers, 111 . respect to U equal to zero. This leads us to an elgenvalue problem
(3), the present author together with his io-workers presented two from which Ia,, can be calculated.

i methods for the calculation of the buckling current It,. The first
one is a variational method, the second one a more direct one start.
lg from a formula for the Lorentz force on a conducting slender
coil that is derived from the law of Blot and Sivast in a way as ADMISSIBLE FIELDS FOR SETS OF PARALLEL STRAIGIIT
shown In (4), See. 2.6. Both methods have been applied to calculate CURRENT CARRIERS
It,, for systems of parallel rods and rings ((2) - (3)). Comparison
of the results shows that under certain (moderate) restrictions the Consider one Infinitely long straight current carrier (with C3
agreement between the two methods Is good. Since exact fields are along the axis and x = aet + yes + ze). Let R be a characteristic
needed for the variational method as employed in our earlier papers measure of length for the cross-sectlon of the rod and suppose that
this Is a mathematically exact but also very complicated method. -the rod Is periodically supported over lengths I. The rod is called
On the other hand the Biot.Savart method Is less precise but easier slender if 0 < 0 .= Rl < 1. We only consider slender rods and
l use. An approach that combines the advantages of both methods we neglect terms that are 0(61) with respect to unity. Finally, we
is presented here. This combined method is a variational one. Ilow. assume that the rod bucklesm the e direction, so that U U(z)et
ever, In this formulation an admissible set of fields is chosen on the Application of the law of Blot and Savart to the undeformed
basis of the law of Blot and Savart. Since the differences between (for B) and to the linearly deformed rod (for 0) yields the following
our two previous methods were so small It seems logical to expect two admissible fields
that the combined method will also yield good results, Some of our ha= _ Itofo (yet - xes)
results indeed show that the correspondence becomes even better 2xx) m -- (+ (5)
when using the comblned method. The combined method becomes
extremely simple when applied to slender spiral or helical coils. Au O(X) . pol 

2
y .V(z) 11 + 0(p2)) .(6)

example of such a calculation will be given, but first we shall present 4e (W T" +0)
the main line of the variational method and show how this leads to It can be easily checked that B and S satisfy the constrmnts (3) and
the combined method. (4), however t

t 
only up to 0(6).tetms.

For a set of n parallel rods the admissible fields can be found
from (5) and (6) by simple superposition. Using these fields iu (2)
we obtain for a set of it equidistant reds (distance between two rods

MAIN LINES OF VARIATIONAL hIETIIOD is 2a, a < I)

The fundamnental quantity In the variational method as pre, 1K a aI -l() t it(
teatd i ull Is the functional J, which is equal to 32c - U 01()

I V - .' K , (-)

where U() is the lateral deflection in the plane of the rods (i.e. in
where IV is the elastic energy of the deformed (buckled) body and the et-direction) of the i rod, and
(Ito is the permeability In vacuum; we use summation convention
and I = 8/or,) Im=n(e) = - 43 

=  
+ 0(oi),O < .... < , (8)

IJK = -. /J(,],+)3aU ,)j(DUN,+itN.)1dS. (2) for a circular cross-section, radius R.
For IV we can use the familiar expression for the elastic bending

according to 13), Eq. (2.22) (here, we have already neglected some energy of a slender beam. For A = 2 this yields a value for lo,-
which is just ink between the values fromt the liot-Savart miethodterms that become small for slender syttems). In (2), 0G represents (for which 1 =us ) and the enact variational method (c (2))

the boundary of the conducting body and N is the unit normal on
It. Furthermore, U Is the displacement in buchling of the conductor,
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SLEDER, bollVED BEA MS- Reilicng in (7). dz - b,(0dO and a - h s~e'tus obtain

L e ue beonie anperconducting coli~eihipe of a JtK =!M flu -jf ( J)',de, (10)
slede crvd ea lkea (flat) spiral or a (straight or toroidal) 323h U - :)1

helix. We call the total structure slender if the distance 2a between0

two hranches is moth smaller then seone global mejore of lenith 6~ le~teitga os ethnwt epc o4
of the structure (e &. a r adun of curvature of the central line or the To obtain a iercavlefolo.whveolwdte

total length of the coil). Tae two diinct hranchies (si turns) of the folon prce u e ria au o o w aefloe h
spiral or helix, let Pa he a point on 000 brandie and-P2 that point

structures we consider here, the tangent lines on the central lines iii noWehedal rtze h displacements heici i4 N + I [pNo it in ts the =

P, and P2 are (nearly) paralll For slender systems, I e. ndtrthe (the spiral coil is simply supported in begin and end points).
neglect of terms, ofi)(a/b) wih respect lo-usily, this has the following . I I I

coneqooceThe contrihution to the K-iiitegral froms a liue-elemient Hi) We have colculated the first variation 6.P of J with respect to Uh

so Pa and due to the Interaction with the other heanche throughs P, and piit this oiuai to zen6, yielding a linear oigenuialoe problem
is eqoal to the one fsuid for *the case of two straight parallel rods for qh of the form
throogh P0 and P2 and tangent on the curve. *

This statement was already checked in 131 for systems of two Ahi(JoQfsin0 ,klgtN-1.(t0)

rings and there proves to be true for small values of (a/b), where 0
jithe radios of the ring,, With this we ow. have the dispesal of an Mi)The lonest elgerivalno le (following from det A . 0).is the tooked
easy algorithm to calculate the 9-Iintegral for such complex systems, for buckling current 10.
s a helical or spiral conductor.

We worked out this scheme for a spiral coil for which h/Rn
0 01 and for some values of n. The'rcoults are shown In the Table

SPIRAL, CONDUCTOR below In which o1 g'

A flat spiral of n turns to given by the following relation, for its central A: :m 3EI(0

line bMurs numerical results will be poblished in the forthcoining paper

line n~+I, 5i52o 0) (1
The distance between two adjacent tors Is TABtLE 1. Norinalired buchling currents for hlRo a 0 01 and (fo

2am . Xp + 2x) - f(p) in 2SeA. (10) some numbers of coils.

The system Is called slender If n q

A.0..0 10) 16 30 1. SA 161913

When relevant, wue take the cross section circular, radius Il(R < a).
We assume that the coil buckles in Its plane and that the ACKNOWLEDGEMIENT. The authsr wishes Is thank L.G.F.C.va

peitnen diplacmen Isgivn by(Ispeie cordiate) lres for his assistance in the numerical calculations.

U . U(qs) . (io)e, +V(,p)e, . (12)

* The spiral is taken inextensible, yielding

(isn~i (13)REFERENCES

The elastic erirgy doe to in plane bending is then (El is the bending III Liehout, P.11. eon, Itongen, P.bl.J., and Ven, A.A.F. van de, J.

stiffaes) Eng& Math. 2t (1987) 227.

(2) Llrubout, P.11. van, ltongeo, P.iu.J., and Von, A.A.F. van de, J.

t' 2 E Jb V-('p)+ (14)'d Eng. Math. 22 (198S), 143.

A vlueforth K~nterslca beobtine fom he ssued 131 Smits, P.R.J.ut1 , Lieshout, P 11. van, and Ven, A.A.F. van do, J.

analoty with formula (1). To this end we Introduce for %P E 40 E Eng. blath. 23 (1000), 157.

11, n), where f, stands for the 0"s turn of the spiral, the P0le angle 0 [41 ],fson, F.C , Magrueto-soiid mechanics (Wisley, New York, 1084).

by (51 Von, A.A.F. van do, and Broe, L.G.P.C. vn, Buckling of super.

in 2x(i -I) +$ , 0 S50<2ro, (I) conductive structures; a variational approach using the law of

and the displacement of A by list and Savart, forthcominog.

VJ(V) =01(0) = V(0 + 2z(i - 1)), (6

and, analogously,

!'(s) =b,()m b(e+2%rQ- ))m
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Coupling of Transient Fields, Circuits, and Motion Using
Finite, Element, Analysis

Sheppard J. Salon

-Rensselaer Polytechnic Institute,. Troy,New York USA

Abstract the current density in the conductive regions of the device,
bcvause skineffect and eddy currents cause the current den-

The transient analysis of a coupled electro-mechanical system sity to vary with time and position within the conductor. The

is undertaken. The system consists,partly of spatial regions, standarlfinite element procedure; however, requires current

which may support magnetic fields, that are modelled b7y finite density as a known input to the analysis.

elements The regions may be atached to external electrical In addition5 it may be necessary to attach lumped cir-

sources and circuits, and may also be capable of rigid body me- cuit components, suds as resistance or inductance, between

tion with respect to one another A method for coupling the the voltage (current) source and the region to be modelled by

electric circuit transient equations, transient magnetic field fi- finite elements. The lumped components may represent the in-

nife element equations, and the transient mechanical motion ternal impedance of the voltage (current) source, or they may

equations is described. Only the external source variation is be used to approximate the effects of the parts of the device

assumed to be known; all other field, circuit, and mechani- which are outside the region modelled by finite elements. The

cal motion quantities are treated as unknowns and calculated, corresponding transient circuit equations must be coupled with

Equations for transient analysis of a general, 2-dimcmional, the transient finte element field equations.

planar, non-bcar, voltage-excited system are derived in detail. Moreover, in the case of the motor or actuator, there are

The Galerkin formulation, time-discretization, and lineariza- movable mechanical components. Magnetic forces determine

tion of these equations are presented, The resulting global the position of these components, and the positions, in turn,

system of coupled electro-mechanical equations is assembled affect the magnetic field within the device. Provisions must

and investigated Included are examples of the application of be made for the transient modelling of such a coupled electro-

the proposed method to perform transient analysis of practical mechanical system.

coupled electro-mechanical systems. Therefore, a method for the proper coupling of transient

fields, circuits, and motion must be such that: (a) only termi-

1 Introduction nal voltage (or total terminal current) applied to the device is

required as a known input quantity, and total terminal current

The standard procedure of using finite element analysis to ap- (terminal voltage) is calculated as an unknown, (b) thQ tran

proximate magnetic field quantities within a fixed device or sient exterinal circuit equations that model electrical sources

region is well known. The user describes the problem gesme- and circuit components are coupled to the finite element field

try and material characteristics, sets the boundary conditions, equations, and (c) equations for mechanical motion are coupled

and specifies numerically all current densities, which act as the to the finite element field equations,

source of the mLgnetic field. The region of interest is then This paper presents a method that fulfills these three ob-

discretized in space into a mesh, and the finite element field jectives The method was developed by Istfan 12) and applied

approximation equations are set up and solved, The solution by Palma [3]. The following sections detail the method First,

consists of a set of approximations for the field potential at the supporting electromagnetic and mechanical theory will be

each node of the mesh. summarized, and the Galerkin formulation of the field equa-

Such a procedure is inadequate for a large class of practical tions will be shown Next, the time-discretization of the field,

problems, however. Consider the transient analysis of an deec- urcuit, and mechanical equations will be presented Then the

iromagnetic device which is actnated by a voltage tor current) field and mechanial equations will be linearized Finally, the

source, such as a transformer, motor, or actuator, global system of coupled electro-mechanical equations will be

The voltage (current) source for sudi devices is tnoe-dependent, assembled and ivestigated The paper concludes with exam

therefore, one cannot specify a priori the numerical value of pies of the application of the proposed method to perform tran
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Acd;aalpsisofpcic lold e mn il sy -x 3 Time Discretization

2 Electromagnetic afid MechankA1 In this section, the field equation, tova Mrrent equation, cir-

"Theory cut equations, and the mechacal rquttions of motion are

diserectized in the time domain.

The eectromagiietic field theory, electric ciicuit theory, and Temethod of ime-iration used here is based on the

hasiemeeehantical motion thek upona whids theprooe meth o ~ wn Zus

is based, are summarized below. W{A}v +(l-P) {a4}'t (A OW- {A)9 1

2.1 ~ ~ ~ ~ ~ ~ h vum r fEuain.'~ialue of the constant; P deicrmines whether the algorithm

The equatiora necessary for transient coupling of fie4d circuit, is of the forward difeence type L3 0), backward differnce

and motion equations have been derived frowahasic then.) type (P a.),o some intexinedit type (0 < P9 < 1). Note

They bre sumnmazized below. that if~ = the Crank-'Nicholsoin Method is implemeied.

The goal is to solve for {A)"at. The derivatives

Field Equaiton and aeukon

V x W xA or -e 4 Linearization

Total Current Equation The field equation and the acoeleration equ..iions are non-

I= f( Vs A~ dz linear functions of vector potential, A, and/or component dis-
~ £ a/ - laeeentx. These equations must be linearized before they

Series Bar-Coil Equation czan he combined with the other equations of the system in a

V=dt T j 6 r - egeneral g!obal s3ystem matrix equation. The linearization of

V. () t 74 + Rd I the field and acceleration equations is accomplished using the

Paralel oilEquaionNewton-Raphson method.

V. = R. (I)T (I), + L, (1)T{7 + V 5 Global System of Equations

Mechanical Acceleration Equation The field, circuit, and mechanical equations are now available
in a discretized and linearized form, It remains to assemble

d F,, 'F*tes arx equations into a global system of equations de-

Mechanical Velocity Equation srhn h niepolm

dz 5.1 Assembly of the Global System of Equa-
tions

From the summary above, it is apparent that, in general, there

* io,e that the first three equations are coupled hy the volt- are five vector unknowns-

age applied to the finite element region, %j; the second, third,

and fourth equations~ Y e coupled by the conductor currents, (h )'-chani 2 in vector potential of ench node

and the first, second, and fifth equations are coupled by mag- '4'mchneivotgarssahbr

netic vector potential A.k+

The portion of the problem to he analyzed with finite elc- (WI)"" . change in current in each coil

mints must he discrctizcd in space, i~e., meshed. The Galekin (AV)""' changc in parallel terninal voltage

* method is used to approximate the field and current equations

in discmetized slace The Galerkin method belongs to a class [Az)"" change in position of each movable comixonent

of approximation techniques called the methods of weighted

residuals. The global system matrix equation may then be set lip in

the form

[MI If) = (N) (2)
1607



or, inex~panded~ foM 6.1 In~duction Motor

31. M 11. 311. M,, 2A{ ) (I'E An examnple is a threlS phase s~sirrel cage induction moto.

-4MT Mf MMA 1 {I)YAK The motor is rated at5 Hp. In this example the entire can-

~ff Mss {x) {N) ~~' J "~'I ~ represened. The inputsare the istantaneous

T is 4o systemt ofqutins must. now he solved for the -t X otr.Ec oo bar is rep-

unka S IAresented as an independent circuit connected to an end ring

which has~a constant resistance and inductance. The mesh in.

6 Exam"'les the airgap may or may not he remeshed, depending on the

distortion of the elements. In any ease the remeshing is don

Thorais~on abuve has been applied to numerous cases in such that the number of nodes and elmlImts, remains the sa.c

oxder to chiecIk its validity. Some exaples are gnlen below The sequence of plots in Figure I shows the motor operating

which illustrate the features of coupling fields, circuits, and at full load at varsious positions in the cycle.

motion.

7 Summary and Conclusions

A new method for the transient analysis of coupled electro-

mechanical systems has been presented. the principal fea-

tures of the method are. (a) only terminal voltage (or total

terminal current) applied to the device is required as a known

input quantity, and total tertninal current (tertinal voltage)

is calculated as an unknown; (b) the trans cut external circuit

equations that -nodel electrical sources and circuit components

are coupled to the finite element field equations; and (c) equa-

tions for mechanical motion are coupled to the finite element

field equations.

The chief attraction of using the method proposed here to

r 11 1 I.4 O1 3.01 develop models for elecro-tneclhanical devices is that the be-
POT 0SMPEsArc BETWEEN Lt'45 a as ,u/M Lavior of the mathematical models is determined by the same

set of laws that govem the actual devics. The models faith-

fully reproduce the fact that most actual devices recetve in-

put solely from external electrical sources. The interaction of

fields, circuits, forces and mrotion takes place mathematically

in the model just as it does physically in the actual device

No artificial assumptions shout source current density, device

inductance, or un-coupled mechanical motion are made.

The proposed method is alsorattractive in anumerical sene

Care has heen taken to arrange system equations in such a way

that the global system matrix is sparse and symmetric, thereby

allowing the use of efficent storage technique. In addition, the

global system matrix has been made positive defiaite, so thst

~~as55rs~tL~t~AT-T~]the system can be solved by a variety of advanced techniques

Figure 1: Induction Mlotor: Eqoipotential Plots at Different
Instants of Time
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Abstract - Potentials and gradients 11

of the electric-field in'a region occupied by -1 Y-Yo
distributed sources can be expressed as some E - (u,v)J(u,v) dudv (4)

improper integrals. The paper presents 
2xC0  JJ r

2
(u,v)

formulae for their calculation. The solution 0 0

can be used in axi-symmetrical cases. where:

I. INTRODUCTION, r
2

(x,y) . (x-x 0 )2 + (y-y012

Potential and field due to distributed J(u,v) : jacobian of the transformation.
sourcei can be calculated by integrating the The integeral corresponding to V and
Coulomb-s formulae. The integrals become Thentsfe Intco r aesponding to E
improper for the calculation of potential and components of the integrals corresponding to E
field at points within the area occupied.by may be represented in a general form as:

the distributed sources. The region with the
sources can be discretized using quadrilateral
elements. I Jf(u,v).h(u,v) dudv
In the following it is assumed that the area 0 0
with the sources is formed by a quadrilateral
PPIP2P3

, 
potential and field being calculated

ag one of its corners (Po)
.  

1 1J fu,v) (,) guv
I - h(u,v) - uv) dudv +

P3  0 0

Pp + h(0,0) r j g(uv) dudv - Ii+ 12 (5)

00

where

PO h(u,v) 0 1- (u,v)'J(u,v)

g(u,v) : a function that may be
Fig. 1. A quadrilateral element covered with integrated analytically

distributed sources of density o(P). and such that the expression

rf(u V)
p(uv) - " -v h(u,v) - h(0,0)]°g(u,v) (6)

Introducing transformation of a unit square '-9(u,V)
0 f u,v s I onto quadrilateral PoPIP 2P3 : is bounded and integrable over the unit

square so that the numerical integration
x w au + bxv + c. + dxuv can be applied to calculate the first

y . ayu + byv + cy + dyuv (1) integral I1 in (6).

For the calculation of V and E the auxiliary
potential and field at point P0: functions f(u,v) and g(u,v) will be discussed

separately.

11

-l uvII. CALCULATION OF POTENTIAL V
V (u,v)-*u,v)-ln riu,v) dudv (2)21o0 Let the following functions be defined:0

and
1a1 f(u,v) - -0.5.1n 1(axu + bv + dxuv)

2
+

.-1 J x-x0  (ayu+ byV dyuv)
2
) (7)- o(U,V}.J(u,v) - dudv (3) (y u

2xC0  11 r
2
(u,v)

0 0 g(u,v) - -0.5.ln (u
2 
+ v

2
) (8)
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It can be proved~thai function plu,v) A . a2:+ a2 B -b2 + b

obtained by substituting (7,8) In (6)'has x Y y

the following Property: C z axbx + ayby -D - a~by - ay bx

* Property P: Function is continuous on the unit Similar considerations can be applied to
squar with texception of point calculate Ibx. The corresponin integrl1

(0,0) In which It is'bodnded only. in (6) Is calculated analytically-from:

Integral 12 defined In (6) can be 12 - h(0,0l*T.R (16)

calculated analytically:
Vector ?is given as: r 1(0

_12' 0.25.h(0,0)-(6--2!ll2) (9) 0

T -1/(2B)
C/(BD )

111. CALCULATION OF GRADIlT E, B-l/CE

Let the following functions be defined:
Function under integral ldx (13) also has

d~u,v) - (axu + bxv + d~uv)
2
+ property Pdefined In 11.

+ (a u + byv + dyuvl
2

y For rectangular elements of constant source

e~u,v) - Caxu + b~v)
2
+ Ca u + b v)

2  
density coefficients d5, 'd 'and Integrals I,

y Y vanish, Potential and gradient are calculated

Substituting C1I) In (3) yields:- according to formulae (9) and (10,15,16).

1 1 For non-rectangular elements and/or~ elements
1 1ubx~du of variable source density all the integrals

Ex h Cauuv bv d uuv have to be calculated.

J J dlu,v)

0 axIax + bxlbx + drIdx (10) IV. NIUMERICAL EXAMPFLE

where: Let a quadrilateral element be considered-
1 P0 C0.O). PI1l.5. 0). P2 (l. 1). P3 (0.5.1)

laxfI h(u,v) mu dudv (11) Then the following values of potential andj d(u,v) gain t(.)cnb acltd

1 1 V EF y

-va) 1:980415E-01 (-1.212671. -7.244254E-01)

Ibx h(u,v) -v dudv (12) b) 2.004412E-01 ( -1:212815. -7.223202E-01)

II d(u,v) c) 2.002138E-01 (-1.194719. -6.990175E-01)

a) - calculated according to formulae (5. 9)

1 1 or (5. 10. 15. 16) and Gauss quadrature of

2v (1u) function Plu.v; over the whole element;1
dx hlu,v) - dudv (3JJ d(u,v) b) - as a) but Gauss quadrature with subdivi-

o 0 sion of the unit square into 64-64 smaller
ones;

For the calculation of lax the following c)-drtGas qurtreorthwol
functions are used:c)-drcGas udareorthwol

element without taking into account

-u -uthe infinitness of the integrated functions
f~u,v) * - glu,v) - (14) at ( 0.0)

d(u,v) e(u,v)

Function p~u,vi) obtained by substituting (14) V. CONCLUSIONS
In (6) has property P defined In II.

Differences in calculating Potential due to
Integral 12 In (6) can be calculated distributed rources within the area occupied

analyti cal ly: by them are rather small. When calculating
gradients these differences may reach 3%.

12 - h(0,0).S.R (15)

where: *denotes scalar product;
vectors R, S are given below:

1 Re ferences

R* In (A-B2C) S' -1/(2A. Integration of Singular Boundary Element
& tan l(B4C/D I 1/D Kernels over Boundaries with Curvature".
Iatan (C/O) (A-C)/(AD) Int. Journ. for Num. Math, in Eng., 1985

atan I(A+C)/Ol C/(AD)



?EMAG - AN iNTERACTIVE, MENU DRIVEN PACK AGE FOIR CAD
OF-ELECTRICAL MACHINES AND DEVICES

K. R~eichert, 3. Skoczylas, 'I. Tinhuvud

Swisn FceleraI Iiistitute of 'Fechnology(EIt, DcatiPlof EfectrimI Machislec,
&H.'8092 Zurich, Switzerland

Abstract - FEMAC is the powerful, interactive finite ele- '.Automa 'tic mesh generation, error estimation, adaptive
Ineat (FE-) based electromagnetic field analysis system for work- prublem oriented imesh refinement.
station cotiiputcrn, especially developed for the CAD of electrical
Macines and devices, with two,-diinensional and axisymetrical, *CADinterface, for geometry input and data hase manage-

Static and steasly-tte nonlinear magnetic field problems. Tme
design of the package is based on industry requirements, svhee aMNulti-task and manlt j-user enviroment.
lte package in already insialled. Tl~e paper gives detalln on the
package specifications, on the structure of data and software, These tequireiimentsarcne tromln ilsmstetertclbss
amid pin the programt and user interface. Application examples the data structture, the data managemsenit, the psstprocesong
ame givenl at thiend amid mainsmachine interface of thme FE-package.

1. USER REQUIREMENTS - 11. DATA STRUCTURE

In the last decade a nuadbi of'2D) and 3D'fiiiite eldmint codes The rmnimums and basic data set for FE-calculation consist of
have been developed at universities and research centers. Yet *Node dlata. Coordinates, potentials, boundary couti-
the penetratiom of these iiithods into a wuide range of industries tions.
IS still not as expected for a number of well known reasons suchi
as tack of user orinttioin and expmertise. Recent developing in a Eleiment data. Type, iiaiies of node, material canstans,
coimputing (workstation, higitiresoltiom graphic sdisplays, cost field soiurces.
redsction,.. enables the design engineer in industry, to solve As the definitisin and thme input of these basic data is rather
sojmisticateslfield problems at his desk. Hlowever, the de1giiem .of l[about intenivessm offers high failure probabilities, a user Oil-
new codes for industrial applications, especially for field analysis, cme aasrcuei ae n
shiould be aware of tfi~e following facts:

* Industrial engineers are seldom specialist in FE-metthod, * Geometrical entities, line. 2Lcjg, ... segmnents for the
nuiierical aimalysis, OperatingSystems, coi)iputer laiiguage. desciiom of the device surfaces amid material bomimdaries.

* The programs arc mrostly used for basic developenuents aiid * Auxiliary emtitics. NOm chism along lte geucmitmy,
not in the dlaily design process. superelenscrits build front closed node chains for lte de-

* Thme response time should not nieed hours, time reqittred scripmtiom of ltme F~Fprobleis.

to uiiderstand and to use thre code should be miinimum The node riains are generated mianually or automratically basedi

The transfer of this situation into specifications for a user- and on lte geom~etrical dlescripition of lite prroblem The mieshi gen
CADorinte F~ackge anbe ummrizd a folow: rator deternmines the basic inorde and eleimicit data set froms the
CAD~riemtedFE-ackge cn b tunaraire as ollws: auxiliary eiitities.

a) Rlequiremrents on problemi and field mrodlelling capabilites. User orinted paraimeter iirput requires further definritiomns of
eirtities, especially if imaterial constaimt or exterinal curreirt or

* Problem definition is engineering terms as a local fielud voltage conditions are assigned to a set of sripereleiieirts. We
problen or a devire prolir coiisidering lte coupliirg of are using iii our package thre followvimng additional eiitities.
fields ad circuits, if required. Surgoscnstnofarupfspeeeet hv

* Problemi suit miser oriemnted pastprocessing, i e. rlret eval- Ing the same material constants, field sources or itegral
natioin at results by means of staindard procedures. cuirreint coniditions [3).

" Compatibility of results weithi those from traditional imethi . WVindinsg brainches coirsisting of a set of subregiomis, con-
odls. iierteml En series arid having the sapie crrrrent.

b) Rtequiremients on the prograim interface, structure and *Wnigssescntfn flt idn rnhs

Iiaimdlng epauThies scem gVivesii sytciiise possiirlty th e rminedoug bacut-s
* Programmiieid user guidlance to umiminize learining and re- Tens deniiii give the usei urt ensibt, to triuies the car-

leanin tiesespcialy n cse f iputerrIs. ternall current coiiditions or to evaluate self amid mnutual imiduc-

* 1,1iiniuis data input aird mnanual user iiiteractioii. lauena, imspedlances, losses all refereil to wuiiding branchl. It is
especially sailed for the anal)3is of 21) steady-state or tranienit

" Communication with the program by mnieis of menues, iiiagiietic field beiing toopitd with lte exteriial eletccirm auits
murose, tablet, etc.
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Prga tu tr hepcaeFMGiahA u erotyiaaplainsZthof packhefiur Cxo

Inter- edcaula gte pred

tweOinA§CA developed in th Dept. pfEetia ahns( )1.Oeeapei hw nFg h'luxPOti

dfatabasewith da~itabase iianagemtent system, -

solver wihadpiv esh refinecment,
iuiavpostprocessiakwtlpo~eo'ae

t _Itefae_____ oupu operations use screen-msnoks and

acreen-nsijues. Geealtolevels of mask-menues have been
intrducd;,min inuand suiipuest (see Fig. 1).

Read/write data file
(Create/hardecopy pictlures, set

'Seltet 4ui Fl window/tablet

Graphies f" Create elementary geonsetry

Geonety e-Define and cr~at ,ode chains

Node Ctssto (SE)./ Generate basic jacobh

'Ms /,-.iaw Submtnues for node and Ptsse Iredance
Nod ~ // elemnent nianiiulation.

NoeM-A0 Define irdings-etlc ents and -

Subreguos / Introduce isaterial attributes ieo. s
maMaea Costants M M

Trastoraton - oye, copy, rotate and *r-a~d
rflect structure 6

~-Define windinogs structure
Magtzaton Curves *-Define muagnetioation curves - -s

Boudary Codlloos .~Define boundary consditions 00
Fleld Calculation Solve eqsuaions systefi with

Ans5 Msesh refinensents
N.Postprolessing (fluxes, inupe- .

SAVEI SAVE AS dancess, forces, torques, volta. .... .... ; ~
EXIT , ges, losses, 2D aqd 3D plots)

Save file with old/new namse
Essd of session 0( 0, .4

FigIl. Main nsenss of PEMAG,

This mode of dialog with the systems is uniformn, easy to se Fig, 2. Flusx plot at t Os ai frequency response of ac fed

and almost completely self explanatory. It issakes the systes inductions motor.

easy to learn andi to learn it again, which msake it especially
suited for sisall industrial sdesign offices, where it may be applied
occasionaly. Input data are introdsuced by means of osouse, key- IlI FEMAC - Reference Manual, Versins 5.0, ETII Zurich,

board or digital tablet, output uses: graphic display, laser printer t990.
(postscript), x-y plotter, graphic printer 2 rnvul.,ecetESocysJ:Pobesoetd

Database and dataibase mianagemient systems: provides adapstive mesh generatioii for accurate finite element calcu-

easy access to datas by means of a noimber of weldeidsu- ato, EETn.MASOp.
7 9 82

rou~tines. Structure of FEMAC is odulslar and datat-oriented. 13 Reichert Kx., Skoczynas J., Tarnbuvud T. . Eddy current

therefore easily expandable. Flexibility of data structure lies calculotivits in electrical isaclonto, Numerical solution tedi-
been acievesd using special data types (RtECORtDS) Changes niqse ansdaccsuracy problenms",lInt. Conferensce onElectrcal

in software involving isew group of data, e g. new eleissent at- Machines ICEM-88, pjs.59.fi4.
tributes, require the change of relevant records only without af-
fecting other parts of thie existing~ software
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. MECWiICAL~sTftssEs DiIS mniB cl xxJE To RAOiALsfioRT-CIRCUIT.FORCE-S'

IN MIAOSFO5IIES.IIN0ING S

I. ZBIriiIES OESE=CHA
Institute, of, Eectrical; Engineering

- 04-703 Wrsaw.'Pozaryskiego 28. POLAND

Abstract -The analytical approach presented In. the Transformer-6oil-is a'nulti-layer ring &nslstlng of
paper provides -a -better tiiderstandlng of the-behavior conductor and' insulatlon materials (Fig. 1 B)
of power transformers under radial short-circuit The -considerations -for the' Inner wiindirig may be
forces,' The-inner (LV) winig a taken Into account reduced,-to- theonecoli' chosen,from'the middle of the

as a- ulti-layer istructure 0and exempiry 'resulits are -winding
enclosed. 'V e call a *z0nc each conductor and Insulation layer

of the multi-layer coil structure,
INTRODUJCTION. - The I, Wier- sInding -(LV) experiences -a force -acting

-inward tending -to crush or' collapse It (S1. It Is
The, current carrylng-conductors~of the -transformer especially Idifficult problem since the, windings are

windings are situated In the reion of magnetic ieakage supported 'from the core by the ditance spacers round
fiux and experli=6c mechanical' forces The excessive the c' rcumferenci. Failure my 'occur by bending In of
-in~rease~lnEVA ratingis of large power transformers in the conductors between supports producing acharacter-
the 'iast years aZ6Dmpanledby-a parallel' la~rease In Istic star-shape.
'the forces generated In the. %wIndi ,gs under short-
circuit conditionsoare the -miln reasons-of~mechanicai

damages of transformers. Statistic-docunents~rec rt- an ~B
Increasing 'number of power transformers failures under
mechanicai forcis produced by fault currents (5,.3 .. ca

In concentric winding the axial compenent of the . Ii ,-.J o'
leakage fliux produces radial forces (i.)itiiI II( A IO"

The radial forces may cause the weil-known buckling II F /phenomenon of Inner (LV) windings. Previous concepts of i
calculating those mechanical damages were-based en the ' i I/
assumption of the average value of the stress I In each IgI
conductor 131 aTnd wcre far from expected ones. The /
proposition placed In the paper Increases the possi-
bility Of the mathematical model of transformer coil/ I
sod lets to coerve the extreme values of stresses, ___ ' 2ESC
strains and displacements In each conductor. The cir--
cumferentlal component of stress In conductor expresses
mechanical withstanding of a coil due to radial forces Fig. l.A) Axial' component of magnetic finn density and

- radiai forces In simple concentric wlndipgs.
LIST OF SYMBOLS 0) The multi-layer transformer coil structure.

B - axial component of the magnetic flux density All considerations are based on the assumption that
E - modulus of elasticity the stress does not exceed the proportional limit; this
Fr- radial component of the density of mean that strain aunt be proportional to stress, In

electromagnetic force accordance with Hosoke's iaw (2). The material of the
J1 - urrent density In conductor ring must be elastic. thus capable of susta-ining stress

r.S - po lar coordinates without permanent deformation.
It.5R w outer and Inner radii of a winding

u.v - radial and circumferential components of BASIC EQUATIONS
compenents of displacement

a I for conductor materiai
0-for Insulation material 2-D Hookhe's Law (in polar coordinates)

d radal and circumferential components of I I E
strain c (aI -wa 1. c m- (5 - vs I, y - T (2)

p - tangential component of strain a 0 E a 20-0os'
v - Pstifnesm roupr Cauchy's reiationships (strains-displacements):

r~o-radial adcircumferential components of

-taIngential component of stress c"-, a 3
Sr r aS r rS 60 r r

FMKUSl.TION
From the theory of elasticity we get 2-D IKirchhaf's

Since the generated forces are electromagnetic In problem which Is described by two differential
origin they are termed here as the 'electromagnetic' equations of static cquilibriua as follows (11

-' forces, The radially-acting components of the forces In
a transformer windings are easily and accurateiy So I Sc a06

caculated by alementary methods (2,7,81. From tie the- - - - . - c + F *0
oretical paint of view we say here about *weak-coupled' Sr r 00 relectromagnetic and mechanical fields.(4

*The electromagnetic force density Is determined as a-s 2z i8a
follows: (7) + ..... c.....0I

J
m~ IN/mi Ii)1614 S S



ccntlnulti o-st-6resses condiOSklcmns1 each '02 17 R=651.9mmn

2 J rid stress MJNDAR

ci,? ~ 0
00,

Ijr.1 0110

2.zr'tescondition for r -RN-"5
-\JR=650 m

0 Fl
3. .zero 'stress condition for 07 0

Fig.3. Dlistribuition of an average and extreme-values of
e O(Sc) stresses-c o In the Inner conductsr, of a Coll.

4. dual streses-displacement condition for r i (7)
representing a cotact problem 0,0 U

I '.4.......
u fo- tr support region 00 ~

-outside the supportZN -

SubstItutIng (2) and '(3) Into (4) swe obtain differ- -0.20 3,4
ential equation for 'radial displacements u. the +r 7
solution of'which and boundary co-ndiocs (5) allo us1 U5 0-to reduce the contact pioblem to Fredholm Integral
equation of the first kind. The solutionof the Inte- -0,40 ZONE 9 0 0.5 1IF1
grai equation Is the base of the numerical algorithm.

-0.50
RESULTS F

-06 ..... o7''0~ ~ _4 ~7 The following parameters of the coil were taken for 610
the calculatios: i.. Dsrbto fth xrm auso ics

S conductors, In a coil, loner radius R - 650 m. 4. feisriution s feetress ales o f nevr codcr of'
26 spacers around circumferencefrnta coil. I vrycndcoro

conductor width 1.6 m=. Insuiation width 0.3 ma.Col
spacer width 20 mm.

Poisson's ratio for Conductor v - 0,3?, sww
moduies of elasticity Ei conducijor 1. 125-10S HPa.OCLSO

Insulator 250 Hi'a, It has been shown (Flg,2.3) that the mechanical 'over-
- pacers 350 IlPa, stresse'ocrigI odcoso olna hThe maximum electromagneticeforce has been assumed eoftspoccrsrn i n ondu tr s gat ohinea theas the unit quantity, edo h pcr r vnfwtmsgetrte h

average vaiue of stress. The extremely hard conditions
r~ea .'. appear In the Inner conductor of a coil supported on

the stiff spacers.
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A GENERAL SCHEME FOR CUTTING THE MAGNETIC SCALAR 1,
REGIQN IN MULTIPLY. CONNECTED'3D EDDY -CRRENT PROBLEMS

P. J.eonard and D.'Rodger
School Electrical Engineering

"University of Bath. UK

Abstract The efficient solution-of eddy current problems can The addlonal bas s function rs defined to be zero on one side of

be ahemed using the AO formlaiton. This does however r the ayer and unity on te other With this new bais function

quire cuts to, be made in the magnetic sialae region whenever the 'be valsue of 0 jumps as it passes through the wt = I surface,

conductor is multiply connfected. Ths-paper presents asnehsd

for rmodlling cuts for a variety of topologies including interlinked 0.' + 04 (2)

conducing circuits.
The finite element model follows the usual development. llosseser

we have an extra equation corresponding to the new unknown,
I. INTRODUCTION

- J (Vw,,A).l dlr+ ,V 0d,--o (3)
In a previous paper (1 a scheme was described for cutting the
magnetic scalar potential over the spanning surface of a hole in

a conductor, The scheme was limited to surfaces which did not In this equation w( can be regarded as a test function which

intersect themselhes. In this paper Ac generalises the scheme to (weakly) ensures thatthe line integral of A around the cut is
allow interectin'g surfaces and folds. equal to the magnetic flux flowing through the surface.

It is easily seen-that any number holes can be modelled using this

I. THEORY technique providing the surfaces do not interfere with each other.

A. Modelling a single hole B. Conducting bar piercing cut

The AiP formulation is used to model eddy current problems. Figure 2 shows a slightly more complex situation, these is a Lon-
The conductor is modelled using the magnetic vector potential, ducting bar which interferes with the cutting surface.
whilst surrounding non.cenductors modelled using the magnetic

scalar potential. The usual finite element approximation for 0 is
a continuous function. Reference (1I describes how the represen.
tation can be modified to allow ajump in the value of 0 as ue
pass through a surface spanning a hole.

I" = (cut)

10 10
Figure 2. Showing a loop with a bar which pierces the

S--- -cutting surface

In fact this case does not need any special treatment. The re-

Figure 1, Cross section of conducting circuit showing duction of the i itegral in the fSl region should be equal to the
the simple cut in tI increase of the integral over the 1 A interface (equation 3.

The definition of the magnetic scalar is modified in a layer of n circuits
elements that spans the hole (see figure 1):

If two circuits link each other as shown in figure 3, then the tsso
It = -Vw40( - V.,0. (1) basis functions for the cuts interfere. Ilowever the principles re-

main the same, we just have two extra equations Each equation
The u, are the nomal basis functions for a continuous scalai will see a contibuioni ham the other through the dclfinitiva f L
potential; i( is an additional discontinuous basis function, that
lives within the layer of elements spanning the hole. ¢ =s'I-., 0  + . ,, (4)

1616



Then the equation for the test function, wtis:

v,- (V ii xA).f dr+ o w ,4f+0- (5)

rA

Figure 5. Loop of conductor sh6wn'the cuttihg surface

Figure 3. Two interlocking Circuits

D. Self intersecting or folded cutting stirfaces

Some shapes of circuit have-holes.which aremore difficult to
cut For example a helical winding isftopologicolly equivalent
toadoughnut but a cutting surface which does not interferewith
itself is more difficult to constiruct.

Allowing the surface to fold and intersect ituelt helps, the con-
struction of the cutting surface hut requires a modification of the
basis function wte. T:c correct strategy is to add the contributions
when these folds or intersections occur. In practice it is easier to 0
construct the cutting surface which makes the problem simply
connected and then deduce the require jumps [2]. Figure 0. Slice through the loop showing the required

For example consider the loop of conductor shown in figure 4, and basis function

the cutting scheme shown in figure 5.
IL. CONCLUSION

We have presented a scheme for cutting the magnetic scalar region
in multiply connected eddy current problems and given a simple
example of it's application. The scheme can be used even when

cutting surfaces overlap,

References

[1) P.J.Leonard and D.Rodger. A new method for cutting the
n agnetic scalar potential in multiply connected eddy current
problems IEER ahns Mg., 25(5), Sept 1989.

(21 M. L Brown. Scalar potentials in multiply connected regions.
Figure 4. Loop of conductor IJNME, 20 605-680, 1984.

The outermost surface requires a jump equal to the current in
the loop whilst the inner surface requires twice this amount The
basis function required to produce thisjump is illustrated in figure
6. The integers are the the nodal values of the basis function w
within a particular region, thus the value of the basis at a given
node will depend on which element we are looking at. Note that
this could be regarded as the sum of two overlapping surfaces.
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Three-dimensiohal Electromagnetic Computations
SinQiiasi iAxisymmetric Structures

IR. Aibaneset  
G. Rubinacci t

Introduction. !S eralhkume'rical procedures and rela- applied voltages.
ted computer co'desare',inowavailable for. the analysis In basically axisymmetric.systems like the tokamak re-
of electromagneti '.'j(g 'iuginetostatic and'eddy cur- actors, , it is interesting to -analyzsethe influence of the
rent) problemis iii thiieedimensimnal geometries. However, quasi-axisymmetnic structures on themutual interaction
there are a'number ofappiicationa for which fully three- 'between axisymmetricconductors. In this case, the ap-

dimensional modhelscanhslybe 'use'd: An example of plied electric field'is usually -given by a set of axisymmetric
this kind is furnished by the analy~is of a plasma discharge currents I,; (inp"t qu tiities):
in a Tokamak. In such devices' th hypothesis of axisym-

metry is acceptable and even mandatory for thu plasma. _ = -M L (2)

On the other hand, the hypothesis is'not directly applies- where:M,,i is the magnetic flux linked with IA;, due to
hi to the patterns of,the eddy currents andelectromag- the unit vector current density shape function J,; the rel-
netic fields in the metallic structures, due to their seg- ant output quantities to be computed are generally the
mentation along the toroidal direction. Nevertheless, the magnetic'fluxes - linkv-d with a number of axisymnietric
interest is often focused on the plasma region., Here, the coils:

electromagnetic fields produced by eddy and magnetizing
currents localized in the metallic structures in the pres- - = ,o L+ I. (3)
ence of typical axisymnietric excitations (currents flowing
in poloidal field coils, plasma motion and disruptions) are MO,, is the flux produced by the unit axisymmetric cur-
substantially axisymmetric. In this case, it is possible to rent ldi and linked with the circumference r,, whose cen-

approximate the quasi-axisymmetric metallic structures ter is on the toroidal axis of symmetry; Mo,, has a similar

by means cf equivalent axisymmetric models connected meaning but is due to the degree of freedom I, associ-

to a fictitious electric network. Parameters (resistances ated with the shape function Jk. Therefore, in complex

and inductances) of this network and material properties notation, the system can be put in the form:

of the axisymmetric model can be selected such as to man- + -s4
tain the input/output behavior as close as possible to that +- (4)

of the three-dimensional system. .- = o + " (5)

Three-dimensional model. The eddy current prob- where indicates a variable in the s domain.
lem in a three-dimensional conducting region V can be de-
scribed by expanding the eddy current density as J(x, t)-- Quasi-axisymmetrlc model. Toroidally continuous
Z" IJk(t)Jh(x), where the basis functions Ji,(x) are con- structures can well be schematized as axisymmetric con-
strained to be solenoidal in V with 3k(x) -n = 0 on Mi.

For nonmagnetic conductors, the time evolution of the co- doctors having equivalent sections and resistivities. This
e cis for instance the case of the vacuum vessel of a toka-

eflicients (t) can be obtained by means of the following mak. However, there are structures like the tokamak first
linear initial value problem [1l: walls which consist of a number of toroidally insulated

Li+RL= K (1) sectors (see Figure 1). As suggested in 12,3), structures
of this kind can be schematized as a set of axisymmetric

with L, d = = f fV J"Pxd! V'L (x) coils connected to an external network. The parameters

rJs(x) dV and V = fV Jj(x) . E (x, t) dV. Here po is (inductances and resistances) of the branches of this ficti-

the vacuum permeability, tj the resistivity and e the ex- tious network can be selected to approximate the effects of

ternally applied electric field, The strict analogy with a the nontoroidel currents. The behavior of such a system

lumped parameter approach is evident: L and R play the can be described by the following equations:

roles of the inductance and resistance matrices, respec- + S + A) L = L
tively, whereas I and X. play the roles of currents and - -(

•Rsards partially supported by Eurtom snd by Miislero (7)

del'Unversitt e della icera Scleitiflca e Tenologi= L + go, .4
t
lstituto di Ingegnera Elettronica, Universiti di Salerno, Italy Here t indicates the matrices due to the axisymmetric con-
Dipartal ents di Isgeeladtndriale, Universiti di iasn tributions and 

2
as indicates the axisymmetric independent

Italy1
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Fgr1:Current, distribution in one :half. of a blan
lt/ first wall module.

cuirntsri th adittncematrix of the ext~eria1 ficti

do usnetork Th't~ol6 olii- Ie66iizAos uch Figure 2: BR as a function oftie. The curves refer to
as to have a close relationship with a phisical interpreta- the otput of 3Dmodel (-),2D approximate model

tootecircuit parame'ters involved' Thisie'uikiiown i -- )~dlotm~dmdl(

analticl epresios, hic incas ofatoamac'frst gives At the same position a radial field BR. Accordingly,
wall are reportedi [2,4[.-Of course'the I/O behaviors of thottsaehfuxlndwthhepam adto

the 3D ystem:flux combinations giving the field B, ;e' /2rRA.R and
iI~3 D(~) = .-~ (sL+~1 -eM(8) BRe - /2R .

The 2D.system is made out of, 16 axisymmetric conduc-
and of the approximate 2D quasi axisymmetric system: tors, properly connected to an external fictitious network,

E211(s) _R0 - '+44A)" (9) as previously, diicribed.
__The anisymmetric ouiput(thefield BlRdue to an anti.

willreslt o b diferet. oweerthei diferncecan symmetric input linearly rising to 1 MA in 10 ma and then
be reduced by usinga procedure similar to the Levy's cqsS5t,5soni iue2 hre a comparison is

Method [5). In fact, the unknown coefficients of the made among the 3D case, the approximate 2D case whose
polinomiais at the~ numerator and denominator of H2D network parameters have been analitycally estimated, and

(H2DWs = B(s)/A(s)) can be computed as the min te. piie 2 ae
imumof he uadati fom U= 'E~E hr In this simple cise, it can be seen that the axisymmetric

= A~~j)sD~W~) B~w~) w~ re nuber f sit- model works in a satisfactory way also without the opti-
able frequencies and -* denotes, adjoint. Of course, 'the msto rcdr.O ore oecmlxra ae
relationship among coefficients and circuit parameters is cannot b ,dldwt iia cuaywtotaot
nonk lineal: and can be obtained by a Classic procedure of sag a systematic approach like the one here described.

circuit synthesis. In a more direct numerical way, resis- The I/Obhvo speevdwt iteefr ucs
tances'Rij and inductances Ll of the fictitious external trained mininijiation of a nonlinear functional). However,

network can be tuned in order to minimize the functisnal: the physical interpretation is not lost. Other local and

"y.,) 12global quantities (other than those used in the optimiza.
~ ~.2(3". j2 ion process) can be obtained with *uffitient accuracy. In

g5(iw) I~~~~ (10) "his respect, the optimization playsuterl fatnn
of the parameters, of the fictitious network. Finally, it is

where w, are again a number of suitable frequencies. Rf, worthwhile to notice that the relevant 3D transfer function
and Lf, should be positive, so that, in order to have an un- can aiso be obtained by means of a set of measurements.
constrained miaimization problem, they shoud be rewrit-
ten as Rij = Rofio

2
, L11  L013

2
. The problem is References

nonlinear. However, iLre is the advantage that the phys- II It. Alans and G. Rubinacti, lstegn'if formulason for MD eddy,
ical interpretation is not lost, and that, apart the I/O m~n compnsosion ,uing te dcrlmnj. IEE Proc.. Vel.135(7),
behavior, other pioperties are somehow preserved by the Pt.A, 1555, pp. 457.402Z
quasi-axisymmetric model. [2) R~. Albanese, Anadssi. ofte piano eed3imeokiniepore

once o/eirrwU ad ,sessie oncting ,tructuret. 15th Sympesium

Results and conclusions. As an example, we studied 1 \so oenle' Urci Sp.15. leir99 p
the blankat/first wall geometry described in Figure 1. (3 R. Alaee Ei. Ceccerese and G. Rubinace,, Plusm mrihdlng
Due to the symmetries of the system, the 3D numerical for tem octl , werwa s Csh. Nuclear Fussion, Vol 29, Nto 0,
model (72 elements, 62 degrees of freedom) is limnited to 1099, pp. 1013-1023,
one half of one of the 48 modules. The conductors car- [41 E. Coccorese and F Garsolo, in ITokmak Sl'o*Up Kaoepfel

rying the currents L. are symmetrically located with re- ed.,E. Maorans series, Vol 26, Plenum Press, New York, 1988.
spect to the equatorial plane. Two possible inputs are p.3

considered: the first, symmetric, produces on the equato- 151 G. C Gsodwin and R. L. Psvie, Drnki Sstem Idflcoio

rial plans a vertical field B,, the second, antisymmetric, zemnDepanDt Alsucsdo Pe,197
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3DCOMPUTATIONS IN ELE'CTROMAGNETICS

O, BIRO AND, K.'PREIS,
Gran' Ulniveri'ty ofTechnoiogyf Kopernluusgasse i4;-A-8010Gra

z,
-Austria,

Abstract - Three-dimensional computations of electr omagnetic Recent results- of a TEAM Workshop problem by
fields are presented with the- aid of' the method. of finite several groups around the world by widely differing- methods
elements. Magnetostatic., eddy, current and microwave fields [9,10] have pointed-out 'that scalar potential methodsomay
are treatedVarious formulations aredisCussed wilth-some yield too-high field values in feiromagnetic regions. The
advantagesandtisadvantagWspointed out, 'problem consistof iron channels around a racetrack shaped

coil. The flux densltyis.hown In;Fig, I In,one. eighth of
i'R6ft1cfio the model as obtained'by iital and reduced scaiar~potentrali

. . by.C.°Magee(1iO]. The results 'seenicompletelyaceptable.
fhe-differential equ'ations of electroiiagnetlee, canbe but.,the, value'of-the flux denity.ln,'the Iron plates-is

szt upin terms of varlousivariables: It is possible~to use, about'lO-percent higher than the measured value'even If
'the field quantities directly, or to Ihierdice-pote'nila1 fune- the'di tiz'a tioi IsF extremely fine. I "

tions. In'the course of their numerical solution, the differen- 'An altenatlve to th-e-scalar potenrtilal representation is
tial equations are replaced by' setsof algebraic equations. to use a magnetic iector potential. In case of, nodal elements,
If nodal finite ele ments (I]ireouied'to 'set up' these eq'ua- Ill-conditloning'- occurs if no gauging Is used (11. The
tions, the potentials'are advantageous, since they are continu- Coulomb 'gauge can be enforced on the vector potential to
ous. Recently.,vectorial oredge elementsare also frequently ensure its uniqueness and thus numerical' stability [12],
employed [2.31

,
' they' fit well to a 'representatlon by field however, too low flux densities are obtained in ferromagnetic

vectors whose tangential components only'arecontnuus. /parts (11]. This problem has beenovercome by the authors
For -three-dimensional computations, the, 'numerical by freeing the normal' component of the vector potential

stability of the method s,.extremely Important, Due,6'tote over Iron/air Interfaces,[ .-].oThe alternative of employing
large number of degrees of freedom,, Iterative methods are edge elements to represent the vector potential have yielded
bound to be used for the solution ofW the equations, the encouraging results (see results by T. Nakata. [9)). but it
most frequent one~belng'the method'of conjugate gradients seemsr'that the numerical stability becomes inferior,,and it
[4].' Unless the uniqueness. of. the varlables Is ensured, the can be little Improved by gauging [13].
number of Iterations needed becomes unbearably high. It seems' ttat the computation of mignetostatic fields

'ln'the'foloivng discussion of various 3D computations, inthree dimenslonts Is by, no means' a problem thatocan be
the authrs' , experience with resect -to te above - two considered to- have been solved long ago.
points will, be outlined " EDDY'CURRENT FIELDS

MAGNETOSTATIC FIELDS•
G'Due to-the coupling-between the electric and magnetic

Magnetostatici fields can -be. represented with the, aid field, eddy 'current fields -cannot be described by a scalar.
of .a. reduced scalar potential. [5], Le. as the sum of an Various continuous potentials can be introduced to-represent
impressed field satisfying Ampere's law and of the gradient them, in the most general case both a vector and a scalar
of-a scalar potential. Nodal finite elements-sult Well for potential are necessary In eddy current carrying conductors.
the approximation of this scalar. Serious cancellation errors One possible pair Is a magnetic vector potential and an
occur In highly permeable, parts, where the Impressed field electric scalar potential IA.V). the other Is a current vector
calculated accurately by Blot-Savart's law is several orders potential and a magnetic vector potential iT, The static
of magnitudes higher than the resultant field obtained by magnetic field In the-surrounding nonconducting region can
subtracting the gradient of the reduced scalar potential.'an again be described either by a magnetic scalar potential or
operation Involving numerical differentiation. The most by a magnetic scalar 'potential. All these formulations In
widely used method to overcome this difficulty Is to net conductors and nonconductors can be coupled to each
the impressed field to zero in regions with high'permeability, other in a symmetric way [14]. In order to achieve numerical
thus arrnlog.-at a 'total scalar potential here [S). Another stability. It Is necessary to gauge the vector potentials. A
possibility Is to compute the impressed field under the possibility is to enforce the Coulomb gauge on them [12].
assumption of Infinite permeability (6]. In both cases. the
discontinuities of the Impressed field give rise to additional
Interfacecoinditlons to be satisfied by the scalar potential.
The authors have recently experimented successfully with
a continuous Impressed field represented with the aid of
edge elements (7]. A similar method was suggested In (8],

Fig. I Flux density distribution In ferromagnetic plates Fig. 2 Eddy current density in a liquid nitrogen shield
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Ine some problems, the eddy com-s- Eugyi codctors revieweed. The importance or the appropriate cOic f the
are thin sheets with negligible riAtion of the eddy c=tct system vwiablms of the gsuge condions and oa thc teeens
density In the irectin nrmal to these =tf.c ad with used has be,., poe ct.
the normal comiponet of the ,-='n destypecially

zero. in this case the mse of votce=eeee to describe P.EFBE-CES
the edcur nt leads to ciumesIcal problems dzei., the

condactors. A possiblity Is to model the conductors by New York %Y- McGraw-Hil. IM7.
sheets of zero thickness, and to deire the eddy currns (2] R. Albanese. G. R:bNcacti. 'olation of three dimensionial

[IS]. The authors have recently developed a cmhod to using edge-elements7. IEEE Trans. an MAC.-vol. 26. pp.
contnectthaove description with a vector potential forrulta- 466-469.1990.
tion of the surroundrig static field [16]. This merthod has R I esa. b -pipee-blsycijgt
cent appied 'of thares pcondutiag oil teu arnspertal eqdugain' J.b~ forso Phyatvs.oludno 26.cl pp. linear97
beapied t0a threscopotatog o Ih rin t eddy aJ Cma.Py. l 6 ~. 36.17
setup for future TOKZAMAK reactors 117M~ The distribution [5] 5. Slaikki. C.W. Trowebridge. -On the use of the total
of the eddt curreut density In a -liquid nit*roge shield scalar potential in thenitioerical solution of field problems
arond such a fl-shaped coil due to a discharge Is shown in electromagnetlcs'. In.- J. Mmer.-Meth. Eig.. vol. 14. pp.
In EX5. 2 423-46. 1979.

[6] L.D. Mayergr. M.VXi CharL 5. D'Angeio. -A new

3D CAVItIES scalar-poiential formulation for thr-ee-dimenssional mnagneto-
static prob'Jnis' IEEE Trans. on MAG, voL. 23. pp. 3889-3894.

In the analysis of 3D cavitles, the problem Eu to find 1987.
the frequencies aud the corresponding field patterns that (7] K Preis. L Bardi. 0. Biro. C. hiagele. G. Vrjak. K.R.

cam xit without external excitation. In contrast to the Richter. '71fereat finite eleent formulations, of 3D magneto-
previous deterministic problems, this leads to an eigenvalue static fields. submitted to COMPUMVAGTI. Sorrento, 7-Il
problem. The finite clement conmputation, of such problems July. 1991
has long Ibeen plagued by so called spuriou.s modes which [8] j P. Webb. B. Forghani. 'A single scalar potential method
are rLoophysical solutions that approximate no real mode. for 3D magnetostatics usicg edge elements. IEEE Trans.

Theyarenowrecgnied s aproinution, o grdiet o MA.. ol.2S.pp.4126-4=2. 1989.
fields corresponding to the z=e frequency eigenvalue that (9] Y. Crttzen. NJ. Diserens. CIRL. Boson. Di. Rodger
has Infinite multiplicity unless the vector variable used Is (Ed30. 'Euroipeso TEAM Workshop sod International Seminar
gauged properly (18]. on Electromagnetic Field Analysis'. Oxford, England. 23-2S

One possibility to eliminate spurious modes -is to April 1990.
employ nodal elements but enforce the Coulomb gauge on (1o] X.R. Richter. W.M. Rucker, 0. Biro (Ed.. -4th international
the vector potential with a scalar potential also used [19]. IGTE Symposium sod European TEAM Workshop-. Graz.
This method leads to as many zero eigenvalues as there Austria. 10-12 October. 1990.
are unknown scalar potential values. The stcond mode of a (11] K. Preis, L Bardl. 0. Biro. C. Magele. W. Renhart. KR._
recagular cavity partially filled by a dtelectric slab [20] Richter. G. Vrlsk. 'Numerical analysis of 3D magnetostatiC
Is illustrated In Fig. 3 by the distribution of the electric fields'. ' 4th Biennial IEEE Conf. Electromagn. Field Comp..
field. Oct. 22-24. 1990 Toronto. Ontario. Canada

Spurious modes can also be avoided by using edge (12] 0.' Biro, )L Pris, -On the use of the magnetic vector
elements and a field quantity as system variable. In this potential in the finite element analysis of 3-Dl eddy currents-.
way, the space of gradient fields in projected to a subspace IEEE Trans. on .'iAG. vol. 25. pp. 314S-31S9. 1989.
of finite dimensions In the spare -spanned by the edge (13] A. Kamearl. "Study on 3-fl eddy current analysis using
elements. Therefore, similarly to the above method used In FEhr. 4th Int. IGTE Symp. and Europen-lEAhI Workshop.
conjunction with nodal elements, the number of zero elgen' Graz. Austria. 10-12 Oct. 1990.
values Is kon In advance, with the rest of the modes [14] 0. Biro, K. Preis. 'finite element analysis of 3-Dl eddy
approximating physical solutions (18,21). currents; IEEE Trans on StAG. vol. 26, pp. 418-423. 1990.

(IS] I). iodger. N. Atinson. 'A finite clement method for
3D eddy current flow In thin conducting sheets-, Proc. IEE.
ft A. vol. M3. pp. 

3 69
-
37 4

, 1988.
(16] 0. Eiro. R. Heller. P. Komarek, W. Mlaurer, K. Preis.
K.R. Richter. 'FEM. csiculations of eddy current losses and
force In thin conducting sheets of test facilities for fusion
reacto copoens- 1991edt OMUA1,Srrno
reacto copnet' sumtedt991.PMA .Sorno
[17] 0. Biro. W. Maurer. 'Transient 3D eddy current calcula-

A j *tlons In fusion reactors-, IEEE Trans. on .11AG.. vol. 26. pp.
2364-2466. 1990.
(18] ZJ. Cendes. 'Vec:tor finite-elements for three dimensional
field computation'. 4th Biennial IEEE Conf. Electromagn.

a ij .j' ~'Field Comp.. OCL 22-24. 1990 Toronto, Ontario. Canada
(19] 1. Bardl. 0. Biro. K. Preis. 'Finite elerr scheme for
3D cavities without spurious modes-. 4th olennlal IEEEI Conf. Electromagn. Field Comp., Oct. 22-24, 1990 Toronto.
Ontario. Canada
(20] 1. Webb. 'The finlte-tlemcnt method for finding modes

Fig. 3. Electric field # strlbutlon In a dielectric loaded cavity of dielectric loaded cavltles., IEEE Trans. on AMTT. sol. 33.
p.63S-638. 198S.

CONCLUSION F2;1 1. Bardi. 0. Biro, K. Preis, G. Vrisk, K.R. Richter. 'Nodal
and edge element analysis of Inhomogeneously loaded 3D

Some formulations for the finite element computatIo cavities-, submitted to COMIPUAMG91 Sorrento, 7-11 July.
of electromagnetic fields In three dimensions have been 19

1621



ii

A CWAMX= _07 ZE cuXI A 1 EM.B Z A yE ilA 1T1c MPCYO 1
iORIMIATIOS FM = = B ICAL Y0IaT V F VI

Toshiya lris e
Depare met of Clemical E-tincerig. Xagoa Laiversity

FYno-cbo., aknss-In. Nagoya 6"1, Japan

Aitract.-IL* sftC ne ga tic weccocpo:e-ti*1 for Initial condition at t - 0:
there - the b A - 0. V,- 0. A - 0 (9).selecting the stage fo-.t As typical Stges. t~hre

are the'Colou and Lorentz Sages. As Is well known.
hy the genge transfon-ation the:forer trazsfors to O LATI1 SIBO TU i T E LO= CA=-
the at.ter, a d-vice versal].
In this Paper, the gauge tra-sforzation between the As is well known. the Lorentz gauge magnetic vector po-
Coulomb am_ Loretz gauges ;a Investigated numerically teatial and electric scalar potential are urItten in
for 2 and 3D eddy currex t prohlems, n is the, finite the conductor as[3]:
difference ethod for the cond ctor region aidtbe 72A, _ WAI/;t _ O, T2V 0 (10)
bcudi.-y integral equation setbod for the free space -- - 0

regiott Applying the follo ing gauge trcasfor=atfom:
It is concluded fro. the cenp-ted results that the to 2E - -aal/t - 0 i= 21. and
for ulations .leld almost the Ane results provided
that an pprcpri te mesh Is used for the conductor re- i[;jn a" J V]PI dt on r (11)

to Eq.(10) gives:

MtO21CC10 V!Al
' 

- po;Aj'/t - 0 i 01 (12)

As is well known, the electric field intensity is ex- 12V- powVl/ - 0 In a,. and

pressed in terms of the =agmetic vector potential and aV'i - 0 oa r, V'(r.t) - 0 at t - 0 (13)
electric scalar potential as: Fro. Eq.(13), we obtain V' - 0 in 91, therefore, Al'

E - -WA/lt - VV (I) reduces to the codified nagnetic vector potential.
- In the following fornulation. we use the codtfled vec-

Physical quantities such as the electric field Inten- tot potential in the conductor and the -- gnetic scalar
city and.cnrrenr- density remain unchanged under the potential in free spate.foUle.icg gauge tronsforn-tionll: ptniii resae

A' fliA + Vg - V - #/ t (2) In the conductor (21):
A VC, V~'

2
A -polalt -0(4

where E is a arbitrary scalar function. It follous as - - 0 (1')

a consequence that there exist Infinitely any fornula- In free space (02):
tions for the eddy current calculation which use the H - 0- VD, V24 - 0. and
nagnetic vector potential.
For exa ple. let us assue that A satisfies the Coulomb H0(r't) " J 0 1(r') x (r - r') 1Ts~r-r'

3  
d2 (15)

gauge (V-A - 0). Then, if we choose the scalar function 0 the interface (r):

1
2 

-ro/t + roV- nA - 0, n x I V x A nx (Ho -VO, and

the corresponding A' and V' satisfy the Lorentz,gaugc: R x A " - VO) (16)

V-A' + poV' - 0 (4) Boundary condition at infinity:

In this paper, the two typical gauges, nanely the Cou- *(r,t) - 0(lIIrI) (17)

lo-b and Lorentz gauges, are investigated numerically. Initial condition at t - 0:
In.the numerical computation, the-finite difference A - 0, 0 - 0 118)
method is used for the conductor region and the bound-
cry integral equation method for the free space region.
and the Ojus-Seidel method is used as the solution h0WRICAL COMPARISON OF THE FO.1'iLATI0NiS
nethod. We consider a 3D tine-harnonic eddy current problc' ,r

FOI ULATION USING THE COULOM GAUGE an aluminum block shown in Pig. l, placed in a unl . A
magnetic field.

For sinplicity, we assume that the permeability and Physical properties used are as follows:
conductivity are constants in each region. The formula-
tion is written as|2]:

In the conductor (01):

"AlA - vo iA/Ct - poVV - 0, VIV - 0 1.)

In free ce (02):

kvA +.0 0 0 (6) 3

On the interface (r): 5n

VP_ - V._, _ n. _A/ t + VV) - 0 (7)

Boundary condition-at infinity:

_2(,t) - 0(llIE12
)  (8) Yig.I Aluminum Block
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77 - -

p 4. x 16
- 7  

; c - 2.5 x I0
7 

Sin,

1 50and 100Ex. So -lI+JO T (19)

The discretizatin of-thi block Is son in=Fig.2. The
total r=ber of modes for the finite difference equa- ,. •

-tioma is 2.368and that for tic bou-i-any imtejral equa-
tie= Is 832. The computatlm is carried out for the
18 geonetry.,using a sy=etry relation. The shape of
the element for FMIC is a cube whose size is 4 = x 4 no

= 4 . and that for BI1i is a square whse size Is 4
= % 4,=m. Zero-order Interpolation is used for BIEM.

The solution method used is the Gauss-Seidel method.

Computed results for the eddy currentdistribution in
the block are shown in Fig.3 for the frequency of 50 Ez
and In FIg.4 for the-fequeacy ;f 100 Rz. Co'puter used
is l900-360. The co-putation tines for the Coulob
gauge and Lorentz gauge for-.latioa are respectively ,
74 -in 55 sec and 57 =in 54 sec.
It Is seen In Fig.3 and Fig.4 that there exists a dis-
crepaxnc of 10-15 percent between the two formulations.
The cause for the discrepancy is low discretizatlon of
the block. The discrepancy becomes smaller with higher Ffg.2 Discretizatiox of The Block
discretization. This fact has already been proved for a
2D case.

CO$CLUSION ,'

In this paper, the Coulo=b and Lorentz gauge agnetic .

vector potential forculations for 3D eddy current cal- ' .- '
culations are investigated nuerically for a 3D eddy.
current problem. From the computed results. -it nay be .. .

concluded that the two formlations yield alcost the
maze results provided that an appropriate discretiza-
tion Is applied to the conductor region. *(
For the problem having a constant conductivity, the lo-
rentz gauge fornulation has an advantage over the Cou- , .

lo b gauge fonulation in the co=putation time. However
this advantage fails for the problem having a changing
conductivity.*' .v
This work was partially supported by Grant-in-Aid for
Scientific Research 01302031 from the Ministry of Edu-
cation. Science and Calture in Japan S*
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HYBRID MAGNETIC FORIULATION FOR MULTIPLY CONNECTED PROBLEMS

Z. Ren and F. Bouillault
Laboratoire de G6nie Electrique de Paris, U.R.A.127 CNRS; ESE, Univ.Paris 6 & 11

PJateau du Moulon, 91192 Gif sur Yvette cedex, France

In electromagnetic field computation, the magne-o of introducing magnetic scalar potential in the air
tic scalar potential is usually employed in the air space [5], we use the iedt ced magneti field h, as
space. However, the use of a scalar potential brings unknown variable. Eq.(1) can be solved if a relation-
the multi-valued problem when the stuidied domain ship is established betweeilho tangiential'component
is multiply-connected. The cutting surfaces or the of e, and thle tangentia component of h,.
cutting lines should be'introduced for s6iing- this Introducing a surface current distribution k on r,
problem [1][2]. n x e and n x h, at an any point x 5n r are given

It has been shown that, in a hybrid finite element by
- boundary integral formulation ii terms of electric
field [3], to avoid the multi-valued problem due to the n, x%(x)- - d n (x2k(y))

-scalar potential, one can take the electric field e as I d- ' -t -
working variable in the conducting rigion as well as and
in the air space. The electric field in the air space is 1 ( -y k(y))
expressed by a boundarysurface current distribution. nx h,(x) = 1.. - _r n (
The use of a spanning tree technique [4] permits to h x) - Ax) -. -ensure the divergence free of the surface current den- (3)
sity. where n. is the outward unit normal at the boundary

In this paper, we show that the multiply connected point x and Ix - yj is the distance betiveen x and a
problem can also be solved in a magnetic formulation, boundary- point y.
provided that the vector variable h is used as working Eqs.(2) and-(3) are discretised by a-variational
variable instead of a scalar potential in the air space. method by multiplying test' fun:tions l' to (2) and
The magnetic field h in the air can be expressed by k' to (3). Elimilating the surface current density k
a boundary surface current k as we do in the electric from (2) and (3) after the boundary discretisation,
formulation. The vector variables h and k on the we relate e, and h, by a matrix equation.
boundary are discretised by boundary edge elements. Substituting e, by-h, in ,the finite element ma-
The employement of the boundary tree technique [4] trix equation obtained from eq.(1), we get the whole
ensures the curl-free of h and the div-free of k. The matrix system. The degrees of freedom are the circu-
number of boundary unknowns is associated with the lation of the magnetic field on the inner edges of the
number of branches of the tree which has the same conductor and on the independent boundary edges
order as the boundary nodes. Comparing with the determined by the spanning tree technique.
eletric formulation, the number of boundary unkowns
is less important. Boundary Element Dscretisation

Hybrid Magnetic Formulation The boundary of the studied domain is meshed by
Solving weakly the Faraday's law curl e = -Ob/Ot triangles. The reduced magnetic field on the boun-

we get the following variational formulation in terms dary is approximated by using the triangular edge
of magnetic field h elements preserving the tangential continuity. In a

triangle, we have
J 0

2icurlh'curlhdfl+d t.h' dh

ordt Ith hdfl (4)i
+]'le -n xerP - 'n x eodl (1)+ -- ' ewhere the unknown coefficient h. is the circulation of

where Q is the conducting region bounded by r, O h, along the edge m. hm = f h, I dl and w. is a vec-
and it are the conductivity and the permeability of tor interpolation function defined by tLi barycenter
the conductor, It' is a test function. In exterior re- coordinates Ar:gion, the electric field e is the sum of a reduced field
e, and a source field e0 due to the excitation current. W, = sr gradAr, - Arl gradAr, (5)

The volume integral of eq.(l) is discretised by the
tetrahedral edges elements as in 15]. with i, j the two extremities of the edge m.

The exterior region of fQ is taken into account by Similarly, the surface current density in a trianglethe surface integral term on the boundary r. Instead is interplolated by
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with measured ones in the Fig.1. A good agreementk s - 6 between the calculated and measured values is ob-

where the unknown coefficient is the line integral io (a ss)

of k along the edge iy: ,, =f,.k -sd. wAith s,, the
unit vector in the plane of the triangle normal to the 7
edge m, and,

v. = n x (ArigradArj-Arjadr;) (7)* 40

The coefficient k.,represents in fact the surface cur-
rent across the edge -. The so defined triaigular
edge elesijefitensures the normal continity of k on-a -e-ed
common edge of two adjacent triangles if the normal C • ae-
vector s. is well defined. "in E. , • C. l c l a e d

The previously described triangular edge elements .0 ........ Fo- in

provide the tangential continuity of h or the normal 50 100 150 200 250 3W

continuity of k, but not the curl-free of h or the div-
free of k.

The curl-free of h and the div-free of k on the Fig.1. z-component flux density (real part)

boundary surface is equivalent to the zero curvilin- along the line y = 72mm, z = 34mm.

ear integrals on a closed simply connected path (the
closed path do not link the conductor and do not

around the hole of the multiply connected domain): In a hybrid magnetic formulation, the multiply
connected -problems can be solved by using the

Jh. ld ; = hr" ldb £hm = 0 magnetic field as unknown variable in both the con-
ducting regio -%nd the-air space. The use of the

d= S = k =0 boundary spanning tree technique permits to ensured
Jk sdl kJ-,.dl k 0 the curl free of the magnetic field and leads to a re-

The above expressions mean that, on the-triangular duction of boundary unknowns. The numerical ex-

mesh, only a set of edges is independent, ample shows the validity of the method.

It can be shown-that the 'nwnberof independent Reces
edges is the number of branches of a tree plus two
times the number of holes of a multiply connected' (1] C.S.Harrod and J.Simkin, 'Cutting multiply con-

region. An automatical tree generation algorithm is nected domains', IEEE Trans., 1985, Mag-21,
developped to identify the independant edges [4]. (6), pp. 2495-2498

(2] J.C.V~rit6, 'Calculation of multivalued poten-
B, x=.ie and Discussion tials in exterior regions', IEEE Trans., 1987,

The following example is a benchmark problem Mag-23, (3), pp. 1881-1887

of TEAM Workshop [6]. It concerns the analysis of [3] Z.Ren, F.Bouillault, ARazek, A.Bossavit and

eddy currents in a asymmetrical aluminum plate with J.C.Vdrit6, 'A new hybrid model using electric

a hole when the excitation coil is supplied with a field formulation for 3-D eddy current problems',

sinusoidal current. LIEEE Trans., 1990, Mag-26,(2), pp.470-473

We solve this problem by the described hybrid for- [4] Z.Ren and A.Razek, 'New technique for solving

mulation in terms of magnetic field h. The conduc- 3-D multiply connected eddy current problems',

tor is meshed by 2367 tetrahedra with 3471 edges. IEE proceedings, 1990, Vol.137, Pt.A, No.3,

The boudary mesh has 452 nodes, 906 triangles and pp.135-140

1356 edges. The number of degrees of freedom on the [5] A.Bossavit and J.C.Vrit6, 'The "Trifon" code.

boundary of the domain is the number of independent solving the 3D eddy-currents problem by using

edges which is equal to 453. ha ,s state variable', IEEE Trans., 1983, Mag-19,

The sameproblem with the same mesh has been (6), pp. 2465-2470

solved by the electric formulation [7], where the boun- [6] L.R.Turner, K.Davey, C.R.I.Emson, K.Miya, T

dary unknowns are associated with the boundary Nakata and A Nicolas, 'Problems and workshops

edges which is equal to 1356. The boundary matrix for eddy current code comparison', IEEE Trans.,
calculatiofiis more consumed in this case. 1988, MAG- 24, (1), pp.4 3 1-43 4

The z-component flux density along a-lma (y = [7] Z.Ren and A.Razek, 'Calculation of 3-D eddy
72 mm, z = 34 mim) obtained by two dval methods currents using electric formulation', Procedings
(magnetic and electric formulations) are compared of TEAM Workshop, Bi're,France,Mmcch,1989
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OPTIMIZATION OF SHIELDING SYSTEMS

konrad Wecberl), 'S. R~inajeevan H. Hoolle
D* of Engineering. Harey Mudd College. Claremnont. CA 91711. USA

1 froor Lahboatoire d~eeteotec111lqe. ENSIEG. 3W42 St. Martin dHeees Frane

ABlSTR~ACT: Tie analysis of elecbrmn reuc d"ue ler aidelrh 8A Jjlr~) Ii Ial AI(~~s~~)
* ~ ~ 1lnece of eddy currents. Is. particafa 'Ahtcfdlr a c s - is a ~ 1 pJ I P ? J L all , (6)

well loOand efeloed art as of Woay 114). Design slrei~s Th cofiin matrix.][P1 his been previotusly assembled durng1 the
,rehods as opposid to aalsIs -0e04t~ have recently emerged as 0 standard field soluion of eq. (5). In applying Choleshi
,table wol Its the opOtlrslilt of device pefortnict In order 10 decomrposition schemes as matrix solvers, we call use this
inelsee,1cised goals, 7Wi pasper appliesr finite element OPtlirislnolts decomposed matsix I;-the only comtputational effort foel obtaining
technlqas and a newly developed £eoosetric Parasttritatito wthod: she many potential geadiects, is thea jest she assemblage of she right
to the shape optrnjzafions of electrooetfnezic seldotg aysteat. hand -side, and forward elogninatien and hack substitutions foe each

piaeameter (5.11.
The assemtblage of she right hand side an be classified ino the two

1iFNlTl FT.EMENTq AND OPTIMIZATION TFCIIIolEsq cases, of material optializalionaad -shape Optimization. In' the rest
ease, of material properhies is parameters. the pattial diffeenial of
she material independent source term vanishes. The explicit

In. the optimal design of shielding devices we generally-masl to dependence of she coefficient marix on the moaterial parameters
aeltco a eieln estydatainwt i j sh e hele renders sttaigbtforwatd partial de'rioatives, (7). It is she second case
mars y piali gheecoetie s o thege J~ril'isietslf Fo Lti which is of special ioteest snthis paper. where she optimization

matria an gcmeti r efied.o thic Wisat itsf Fo pas riaer are used to describe she shape of the geometry which vwepurpos an sbjeet fantrenon IF is mmie. hc ti sit lm patl so opimize. Then t derivatives on she right hand side of (6)
when the design of she shield is optimal. Foe esagmple. she oltject have' to be evautated foe each elemest as
function

P.51(0 - Bo s.)2 (I fl R W ~ 1 (A) ' ( A) 7
s PpJ hp j()*h, L jhp hu (7p )

describes the deviation of she competed flux density B. as obta'"d
foe a given trial geometry, from the desired field distribution Bopt wish Xi asthe spatial coordinates of all element nodes. The
at given sampling points I writhmn she shielded region. derivatives of the clement matrices with respect to she locations of
To approach she millorm of the object function systematically. the verltces, foltow directly from she forite element matrtcesin5g
gradient methods have been fousd to perform fastest 1S1.(61. In the she first Oldcr differeniation vectors [71. It ss the ecalultion of the
course of these powerful gradient meshods. the optimum is gain ftendllctosta ssss hp ptttv n

apprachd i secesivelin seache: a eah ieraronshe that requires further investigation. as oatlined is the following
improved porsoset"etctoe p4, is found from the previous one by section.
minimiring she object-along a search directio i S, performing
easetiolly a sell foe the ideal value of the-scatroi 2ifiPOMl'TRY PARAMEIZ~tATION5 AND sFq;TfN AfI)EY.

P41 . P+ e S (2) The ssecesfol application of gradient algorithms for the proess
Which way the search direction itself is chose. depends on the of shape optimmization is frequently jeopardized by discontinuities
gradient method employed (conjugate gradient or steepest descent mn she object function. As she geometry, of the devrce changes to she
method), bat it hastcally reltes on the gradient of the object function iterative search for the mitnimum. a new finite element mesh is
F an eq. (I) with respect to all parameters p. In'this essential pass of necessitated for each ster jeometr-c parameiter value. In employing
the optimization proceduie. the gradient dF/dp is obtained as fee meshing. topelogrcally different meshes arise, each one
sommation of terms of the following form representing a possihte domtain discretiratton with an inherent

dP F S3 all arls L 3 error. This change of mesh topology ad diseretitation error occuss
dp YPs il . 2(B - Bopt) a,(3 in discrete steps and leads to ditcontinuities in the object function.

Here tefirst term of teprilderivatives generally vanishes due TenwJs ieviecnius betfnto btut
t tenaeof t the pajctsuncton whchdosno eph=wl coiverence towards the minmum 191. Additionally, we have

so te ntur ofsheobjct arteien whch arnnorespIely to acknowledge that especially in eddy current analysts sharp
depend on p. The magtcac; flan density B. related to the magnetic changes of field strengthls within she often relatively small
vectoc potential A by the dtffecential operator 'rot*..is expressed in petrio dphsav tob dcdotatmfnetem t
the finite element discreriamion within an' element In terms of the peshrmo etshv ob oeld ota n ot tmn
fast order differentiation vectors (d) and the nodal potential, values mess an approximation, often relatively crnde. lis holds

pseticularly for 3D analyser, where one knowingly accepts a larger
(A) as B . (d)t(A). I5). Thus she parameter sensitivity of. sh~f- sa approximation error in order to kurp the computational effort
density within a finite element it affordable 131.

LBS ll JA + (dl4AL Th Ie basic requirementt for she successful gpplication% Of gradient
aS A ) a d l5 s( methods, however, Ore that the object function gradients, the mesh

withthefirt grm s th sesitvit ofthefirst otder distortions, and the finite clement discretiralion errors vnry
wifeth ainvctr n the second oerm as the senstivity of the sufficiently smoothly. As she need for pararmetization is rather so
ndetationleorsn the sag econdil Innera e snsitiiyo the detcribe a variation to a given geometry than to define it. it has been
ndai l values f i the aneicoeil.e Inegner w isnpif sn(0 thet al reuirements are ideally fulfilled, when the

desiredfnit fieldn vmese for nes theeri shieldedr region, whic isobtafiun11ehadale
the parameter dependent shielding structure, itself, so shat the first th leu ent mpn eh nor e. gwomirre psbsd iiaraitetvl e s Obthetem vanishes. The grsdient of the object function thus meey otroghaz a pin gtcnqeohh s aed nsilrteswhtd~~pmerel opiniato th la tsniiiyo h antcProblems in civil engineering Itt). In the course of n

depndson he armetr snsiiviy f te mgneicpotential' A. applying this method, we enclose the area is be paraetried and
This potential sensitivity may be evalated directly from the finite tm urudn oanwti ~urgo.frwihw efr

cleentsoltio wihou th ned or n aditona fild olui a srcural finite element analysis (121,(13], The solution of the17l Ink the ease of eddy cuent mnalysis, the complex valued finite disptacemeol vector (a) resulting from applied forces IF) to aeilement equation stutr decie by the stiffness matrix (I) is obtained from
(flofii...Y)l silQl....y))) (A) - IP) (A) - (3) (5). (El (s) -(F) (8)

asderived from~ the diffusioin equaioln for the magnetic vector With Ibis solution fot the displacement (u) the spatial coordinates
potential A. is differentiated with respect to the design pasameters (s) of the structure deflected from its initial shape (no) are given as
p to yield (x) - (no) + (u) (9)
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If we do not esxcstc the storctral displacements by-applied fortes 1
to the ttsntre. but rater by specified displacemsentt s at the
arfaces of the design geo~metr~y.gwe tobtainf.the unoowndisplacements by appropriate prt~igo h tfnu arxa

solution to
[, (a0 )1 frnnl1t-S) (10)

andheapled th srface difspatimenn of s th wiie eowemt ye aesh

echb new parameter valse p. The tolution of -eq. (t0) readers a
disptacement space. from Xhich we ca deflect nd itor oni finite
element eshl das the parameter changes of a tine searchr by
Hows suprposition. replacing the seed for free mesaiog. In
addiSon. if we choose unit applied so "eface disptaremtents us. thse
sessitsvities of the niodial coordinates are ato given is' the -solution
of eq. (t0) itself

-a s l iopon) A (1t) Fg 2) Shield geometry sod contour tines of the magnetic potentiat
a - -p i - A at the optimum shietd design (contour tines displayed

Thus, fee the cest of an additionalstrutnctural sotution per line osty in'the vicinity of the shietd)
Mueach with a model~contajnicg just the regions of variable geometry.
the required smooth changing dliscretieation error is achieved.
Furthermore. smooth shape outlines are obtained evrs with onty few
o0ptmiraion parameters, as wil be shown is the fotlowing esspit.

3) AN EXAMPI FI SHAPS' OPTrNHZATION OF A SHOPI)

For the purpose of demonstrating the methodologies described in the
previos sections. we investigate the~shape optimization of an
electromagnetic shield. Due to tihe eddy csrrents indsced is the
shield, fth magnetic field is prevented from penetrating into the
region behind the shicid. Is this example. the ahield itself its___________________
interrupted by &lots like cotling stots in the housing of an etectric
device. The fietd. as originating freom the aouree coil oa the tell aide. ~ ~ ~ en.e

shalt nor eteced. or in the ease of minimal shietd votame. be exactly Fig. 3) Plux density distribution along line of object evaluation
the desired fine densty of 001 T at the eight'side of the shietd
(Fig. 11). Wthost using a shielding at all, the fie densities along
the line of objec evaluation are in the rge of 0.12 to 0.15 T. As LIST OF ROEFERtENCES
Wisiiu guem for the shape of the shield a rectangular erossection is
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fiord. The optimum shape of Fig. 2 has hems reached within nly 14 (3] T. Nahats. N. Takahashi. K. Fujiwura. T. lmai. K.Muramatass.
conjugate gradient line searches wisthout the problem of "Comparison of Various Methods of Analysis and Finite
encountering discontinuities is the objiect function. As expected. the Elements in 3D Magnetic Field Anlyses.4th IEEE Cotf on
shield erossectios narrows towards tihe top, where the seed for Electromagnetic Field Computation. Oct. 1990. Toronto. Canada
shielding reduces. Aheve the slot at the line of symmetry, the shield 141 S.RlL Hloule. 'Computr~Aided Analysis and Design of
croesection approaches a thickness of nero. so that this slot may be Electromagnetic Devices. Elsevier. 1989
manufactured in fact wider without' violation of the object function. (51 S. flinotusastfo. J.L Coulomb. I C. Suhennadiere. "Perfonesece
Aht flix, density within the shielded region appronchbes the desired Derivative Calculations sod Optimization Precesn. IEEE Trans.
value closely (Pig. 3). Magn. VA 25. No.4. July'1989

(6) O.Vanderplaals. "Numerical Optimizatin Technrques for
41 S1ThMAR Ergirerting Drsigs. ).lciraw-ltrll. 19-13

(7) S.Rll1. Hole. Inverse Prnblems - Finite Elements in Hop-
A robust sod reliable parsoetrization method has been presented Stepping to npeed up*. International Journal of Applied
foi the -Shape 'optimization of eddy current devices. 'The Elceromagnetics tn MiltislsI.1990. p. 255.261
discontinuities sn the object function, due to the finite element (81 SEM.. Ibnele. optimal Design. Inverse Problems and Parallel
discretirstion. sre eliminated by a structal mapping technique. Compuers". Ati IEEE Conf. on Electromagnetic Field
which is especially useful for geomtries, of high complexity. Computation. Oct. 1990. Toronto. Canada

(9) S. Subraniam. K. Weeher. S.RlL1 Houle. *Smonms of Obiject
SC= KCNNei Functions. Finite Element Meshes and Edge Elements in

Wits Electromagnetic Device Synthesis", 5ris MMM-lotermsg CuOAL.ti lane 1991. Pittsburgh. Pennsylvania
ncnn110) K. Weeber. S Eli. Houle, 'A Sttuctural Mapping Techeique for

am O Oeometic Parametization in the Synthesit of Magnetic

M4:: nut90 8oe t.ot 0 0T 11) A.trrgurg. I aasch. "Shape Optimization with MSC/NASTRAN".

m ets SLOW MitcNeat.Schmendler European Users' Conference. 1980
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3DtdIdy'QrentCot~uiiation

Nathan da

an Iofmehdstht ildeqatont e wthte ontrin qunin r

AbsaWc - Two different formulations for computation of eddy to use tie current continuity equation VJ,-%i as a cotiStraint. Ile

on te on han andfield variable ont the
ohrTetwmehdslo cont rast the finite element rilhod and Lx A J,-c?&+V) .M+(; )0the culed finit elmnbsidrclemen mehd. ntno f 

1
Vti -J '"

approsi t~s one.sssa~r oa~ae lmnswieteV)=
ohrthe. urtor (edge elmns eutstpclt'hoeotial

d:mths foaruslauruare shwn Te'divergence of A in erifoesM using Coulombn gauge (V.A=0).
With this equation (3) becomnes

wiNRoDucnlN -WVA =J.. e W

thecoputio of3'eddy currents isntormnally done by one of atoo+OV= (4)
tw aic metd. The first defines poitential functions to represent

the magnetic field[f 1.I..Te most coestoo methoid, is th s ft e qttatiott (4) is the goveetting equation for the constratined A-V
msgnpetic vector potential A (defined as B=VXA). To this, a scalsr
function is often added. The divergence condition on the vector A is Thin formnulation can be inodified to accunt for other phenomenai.

speifid hrogh heCoulomb or Lorenz gauges. In esence, this First, sne displacement cutrrents have been deleted, the equation in
mehdinadretetension of the two dimnssional formulations (4) cannot account for propagation aspects of fields. By adding the
where the use of the magnetic vector potential is altoost uniiversal, dipacment cunrrets back into the formuslation, the basic equation sn
The advantage of using A in the two dimensional case in obvious: (4) can be used to compute resonant frequencies to cavities as well as
since A has only one comlponent, it is considered to be a scalar, 10sse13). Thbe formulation now looks as:
ressulting insa single degree of freedom per node in the finiteeclement
mesh. In the 3D case, three components must be used to which, in
most cases, a scalsr. potentisl must be added, resulting in four V2A - p1. - A.lsA - olla.rA+VV) V. (,.A + oVV) . 0()
drgrees of freedom per node. Thfese formslatios use almost
exclusively, first or second order scalar (nodal-based) fisitn Another modificaionc'tintsof adding avelocttrmtoqa
elements. (4).MTis yields an eddy current formutation with velocity efcsta

An alternatine method is to use the field variables B or E alw h optto filsomvn ei1]

dtrecny[2). In this form. Maxwell's equationsarse wrttten in terms of In considering the incluston of velocity ternms in the eddy current
one of the variables and tdese ire approximated over a finite element
mesh. Because of the continuity requirements fsr the field variables, equatonrs, the total electric field is: E-uXVXA-jesA-VV, where u in
vector finite elements are more attractive than scalar elements. The the velocity vectr.7be governing equatios wtth the ve locity tr
elements guarantee tangential continuity.

Two formulations, onesa finite element mecthosibased on the Vx-LVxA - VILV.A - .+ uxVxA -jWsA -oVy
magnetic vector potential and oin a coupled finite element-houndary H 9 (6a)
integral formulatton based on E (or 11). as rti~resentative of the mny
fornslations; that exist, are outlined here.The first uses a first order V IauxVXA -josA - o;VV] = 0 (b
(brick) nodal-based finite element while the second uses a first order (b
(tetrahedral) vector (edge) element and a corresponding triangular
edge element on the surface. The solution of these equations (4), (5). or (6) leads to the correct

field quantities based os the general field representation at any

FORMULAIONS frequency. The magnetic flux density is calculated from VXA and
the electric field from E=.(jasA+VV) or E-(uXVXAjosA-VV).

Usisg the magnetic vector potential A, the curl-carl equation Other quantities, such ur the Q-factor of a losny cavity can ho
representing eddy current pheinmena is computed from the fields.

A second method, based on the field variable E (or alternatively,
.-VXVxA -J,+n -. 11) ii to solve:

WE -(I)x je hrei'C,0 7
where iS is the soure current dentity and je it the induced eddy VE*.til, VH.jsE wee'+ft 7
current density. Displacement currets amre al orte byo einatigIw e oE
eddy curret formulations. The eddy currents are: obeii iglwgtoE

J. .~-~+VV) x-LVxE +jcoeE-0
(2)

where V is the electric scalar p6tential. In eddy current problemst, Is this form. hoth eddy currents and displacement currents are taken
because eddycurrents are non arbttrary, at in itaponsans to restrit the into account through the complex permittivity e' However, since a
eddy currents to the solution region. This can ho done by mIncg coupled method is sought we assume that the source in external to the
a contraint equation, A simple way to constrain the eddy currents is solution domain. A&weak fornm of this may be written as
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functionsiare tevco metsaefssiosJan.ogther 2.

a methodl for'solvink the eddy current problem. The current densityI
on the ssrface J--Z[H, is used as aiudocal boundary condition to

-couple the botundary integral method on the surface and the finite
element mecthod in tevolume. Using the approximations E_=2~kwk
andZ(IH=Z$XKHjkwk=EFkwk for an element k in the volume. 1 7

and E=Z-I~ft and *nXH=X(@(H)ifi=XFItI for a bountdary element I
on the surface of the solution doriin, prvides; two coupled
equations:

(IJlE) =r[BsfF) -f.thelumcealr (10) 0.0 ________________

[C]FJ".E')+[][)~ foribeiracme~ a(11),
Figur 1. Magnitude of l ooping current in a conducting cishe.

where [El is the incident electric fild on the surface of the solution
domain. Solution of this coupled Sysem provides a method for an
coupled FEM-BEM solution. CONCLUSIONiS

The formulations and results presented here are representative of
RESUL.TS eddy current problers-and their formulation-using finite elzments.

Whtle no particular method can be claimed to he better thus the
A, exaples to the use of these two formulations, two problems others, each has its own advantages. Howvr th se of vector

are Solvt Ir fir consists of an aiuminum har 2.54cm X 2.54cm shape functions seemsro be more efficien n btter suited for
X 20.32cm, with a coil, 8.128cm long and 0 685cm thick, at the comnputation of vector fields.
center of the bar. The bar has conductivity of 3.54Xl07S/m. lie
lowss due to eddy currents is the bar are calculated. ilse results.
shown in table I are obtained using equatin (3) and compared with
experimental data given in [6]. RFRNE

Table 1. Losses in the aluminum bar for different currents in the oil. [1] 0. Biro and K. Preis. "On the Use of the Magnetic Vector

I Curent 11A 1 5potentiai in the Finite Element Anaiysis of Three-Dinensional
________________________A_ EddyCunrenes. WEEE Transactions on Magnetics, Vol. MAO-

J34 225, No. 4, PP 3145-3159. 1989.

[21 J.S. van Welij. "Computation of Electromagnetic Fields is
While the results for IA sgree well, the results for higher currents do Terms of H on Heixahedra, IEEE Trinsactiont on Magnetics,
sot. Ths is due to the, heating during the experinient, as was already Vol. MAG-21, No. 6, 1985, pp. 2239-2241.

I~ utin(6.(3] J.R. Brauer, R.H. Vander lden and A.B. Bruno, "Finite
The secondproblemn is shown in figure 1. A perfectly conducting Element Modeling of Elecromagnetic Resonators and

cube, of elocisne sire ks-2, where sin$ the Side width, it placed in an Absor-bera," Journal of Applied Physics, Vol. 63, No 8, April
incident field with the electric field in ihe z direction, propgatigin is, 1988: pp. 3197.3199.'
the +y direction an shown. The looping surface current on the Surface
along the, line- abed in shown. This particular problem was solved for [4) S. Hong ind N. Ida, 'Modeling of Velocity Terms in 3D Eddy
two reasons: one is because compar"ison data is avaslable in [71 and Current Prsiblems" 'Submitted for Presentation at Cotopumag.
the second, because it'dernoustrates the cnpability of the method to Italy; July 7-11, 1991."
1cUAleslt scattering problems. The same problem can be solved aih3

finite condluctivity, of with a leery dielectric replacing t conductr [5) M.L Barton and Z.J Cendes, "New Vector Finite Elements
The nlydiferece s te vlueof he ompex, for Three-Dimensional Magnetic Field Computatson". Journai

The nly iffeenc is he vlueof te cople dieectrc eof Applied Physics, Vol. 6 1, No. 8, 1987, pp. 3919-392 1.

[6] N. A. Demerdath, 0. A. Mohammed. T. W. Nehl, F. A.
Found. R. H. Miller, "Solution of Eddy Current Problems
Using Thre Dimensional Finite Element Complex Magnetic
Vector Potential", IEEE Trans. on Power App. and Syss.,
Vol. PAS.I0l, No. I1 p~jp. 4222-4229, 1982,

[1K. Umanshakar, A. Taflove and S.A. Rao, "Electromagnetic
Scattering by Arbitrary Shaped Three-Dimensional
Homogeneous Lousy Dielectric Objects", IEEE Transactions on
Antennas and Propagation. Vol. AP-34, No. 6, 1986, pp. 758-
766.
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MODELLING LOW FREQUENCY ELECTROMAGNETIC COMPATIBILITY

USING 3D FINITE ELEMENTS-

D. Rodger,-i. Seddon and PJ. Leonard
School of Electronic & Electrical Engineering

Bath University -
BATIH. BA2JAY, U.K.

Abstrct

Th. suitability ofa 3D' finite element code (MEGA) for
modelling electromagnetic compatibilityproblems (EMC), in
the frequency range up to 40 k~z is assessed. Results from a
simple shielding experiment are compared with predictions.

Introduicion

The problem of' shielding electrical equipment 'from
electromagnetic'inteference-has always been important, but
new urgency has been introduced by the need to comply with
a recent EEC dirtctiveo82/499/EEC vhich'states'hat A
permit is required to operate any equipment or installation ,
producing electromagnetic oscillations from 10 kIlz to 3000GHr.. . .

Switching frequencies of 20 - 40,kIlz have become common
iripower electronics equipment. A method formodelling the
shielding for such apparatus is, obviouslyimportant: This figure I A typical thin sheet
paper describes work done to validate the use of a 3D finite
element 'electromagnetics program, (MEGA) for modelling
shielded equipment in this frequency range. An experiment
consisting of a coil shielded by copper sheets arranged on the
faces of a cube was devised and measurements were taken of
fields outside the cube at various frequencies from 5 to 40
kHz.

irader x n grad p2 X n - (grd T x n) (2)

The method described here (I allows nonmagnetic
conducting sheets which-are thin- compared to their other dividing by od and taking the curl of equ (2) yields:
dimensions and of arbitrary 3D shape to be modelled
economically, the use of standard volume finite elements to
model the sheet is of course possible but very uneconomic if W r (grad x a- rad 02 in)m
the usual requirements for aspect ratio of elements is to bemet. MurlA r' (grd T na (3)

Non conducting regions surrounding the sheets are modelled
using total or reduced magnetic, scalar potentials P, so a
Laplacian .type equation of the form div p grad p arises (from tn

* i ) From-equation (1) and since curl H - -. tten:
If eddy currents flow in a conductor which is thin compared n).n - -Sn - v i -(4
to the skin depth of the material, thedistribution of current cea L T (4)
can be taken to be uniform across the sheet. If we define a ad,9
surface current K as K - Jd. where d is the thickness of the In order to implement this method, equation (3) must be
sheet then, as K vanes only along the sheet surface. K can be solved on a conducting sheet, together with a Laplacan type
represented by means of a scalar quantity T which exists only equation in the surrounding non conducting volume.
on the sheet surface:

The right hand side of equ (4) appears in a Galerkin
K treatment of div p grad p, so this term links p, and ip2 to T,

W(FT while yielding continuity of B.n across the sheet.

In the above, n is the normal to the sheet and the a term Figure 2 shows the experimental apparatus. Six copper
'II sheets (280 x 280 x 0.55 mm) are symetrically arranged on

is introduced in order to achieve symmetry in the final matrix, the faces of a cubic (300 x 300 x 300 mrm) wooden box. The
copper sheets (conductivity 35.5 x I01 S/m) were not joined
at the edges for this test as the resistivity of the joints would

Fig e I shows a typical sheet conductor, surrounded by the be difficult to quantify. Inside the box at the centre is a
magnetic scalar potention p, If the potentials on either side solenoidal coil (inner, outer radii 20 and 40 mm, thi,,kness 15
of the shee: are labelled V,, and v at an arbrary point on the mm), made from stranded wire and carrying 100 A turns.
sheet, since -1t1 a a K. then:
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Jr .... +-

Y.

coil at the cube ,

line I from. (0.03, 0.125, 0.185) to (0.21. 0.125, 0.185)
figure 3 Magr~itude of B. along line I

line 2 from (0. 115, 0,1575, 0 03) to (Q.I i5, 0.1575, 0.21)

line 3 -from (0,115,0.03.0.185) to (0.115,0.21,0.185) AA./4

figure 2 The experimental apparatus UCTW ,O t (C t ICO
4$

M easurements were taken along the three lines shown on , -rfes t
Figure 2. Results for 5, 10, 31 and 40 l are shown on
Figures 3 - 5. The calculated values of B did not vary as
much as the experimental values with frequency, so that only
one representative'calculated'curve is shown on the figures. ' ...
The calculated results tend towards the 5 kliz measured
results, this reasonable as the assumption of the 0.55 mm ., - - - "+
sheet being thinner than the skin depth is more valid at 5 _-,_____,+__ _ ._
k~l (084 mm) than-at 40 kHi (0.3 mm). The correlation s ow 0.,? e, $
between measured and calculated values is quite good. nf TOO cnn t?

Cliofigure 4 Magnitude of By along line 2

It has been shown that 3D finite elements should be useful in

low frequency EMC calculations,

[I] D. Rodger'and N. Atkinson 'Finite element method for 1, 14 O ft W n mt DV FVW onT (Fm ucw fO a , DWC+
3D eddy current flow in thin conducting sheets' Proc
IEE. Vol. 135. Pt A, No, 6, July 1988 pp 369 -374. 14

e,

i:: t' C at Ima
a -

olwa nn tfo~ottllI t?

figure 5 Magnitude of B, along line 3
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- - 3-1) EDDY CURRENT- ANALYSIS USING T-METHOD AND
-ITS APPLICATION TO NON;DESTRUCTIVE TESTING

T. TAKAGI,J.'TANI VIY -ft K,FUJIWARA, T.,SAXAMOTO
The institute of Pluid Science Nuclear Engineering Reaarch L~aboratOry Systrm Engineering Division
Tohocku Univ~rsity - The Universityof Tokyo Sumitomo Metal lndiistries. d
Kitaihira 2-1I, Sendai 980, Jaitan IRbni, Ibiraki 319-11, Japan Nishinagau,13,Anigasaki 660, Japan

Abstraci.Tbn paper describes numerical an~alysis using T-rnethod and where N,={Nt0 , Nit, ,4VtrT fleseshapa functions are deflined like.
an application to eddy current teating -lTe cede uning twenty-node
isoparametric elements was applied to astandard prnbleia _proptsd
by, the TEAM Workshops-and 'the results were compared with N 4i,. l)(1-0), N 2=
measared'ones Tbefortnalaiionn sing twelve-edgeeclemtenits was I
also introduced and a new code ls been developed. N~at3 1X+) N0  (-I+t), (6)

1. INTRODUJCTION N~~Ns~Na~u~~tttO

We have already proposed the T-method [II, where the magnetic Nn, and N, are eapressed in the name manner. Using the above

scalar potential Q of T-fl method is not included. Advantages of the shape functions thie Couilom b gage (.q.(3)) is auitomratically satisfied

T-nnclhod are: (1) no vaiables'in apace and,(2) easy treatment of The boundary condition (eq (4)) is also easily satisfied by prescribing

external current and field. Bat it has a disadvantage that a large core the current vector potential on the surface to zero. .The code has been

memuiy is needed d ue to a dense matrix. In order to overcome this developed here and it was applied to'a simple 3-D problem. Fig.l

difficulty, we have already proposed an iterative solution technique shows eddy current distribution (zaB00, .0 0169m) is conductor

foe the T-method 11. The code has been developed usitng twenty. when transient external field was applied, The results was favorably

node isoparametri elements and it was applied to an eddy currenit compared with those by the code "EI.MES' using twenty-node
tenting problem (a stadard problem proposed by the TEAM elemento.
Workshops [2)) for two freqaencien (500Hz, 1kHz) [1].

In this paper we show improved results for the same eddy current
problem and also present a new formulation' using twelve-edge
elements.

11. EDDY CURRENT ANALYSIS yx

Sine current conservation is secured, current vector potential, T,a.nn ... .. -

is defiaed a., J.Vx. The relation between Induced magnetic
iaduction and current vector potential is gis~cn like I[

u. 105t6 5.t2

where B, and lie are induced magnetic induction vector and magnetic-
permeability.

We obtain the governing equation for an ACeddy current problem -

using imaginary unit, 1, and angular frequency, to.

Va1VaTjciatT+$anLofT V'd'+iiB,0 (2) Fig I Eddy current density

We must solve eq (2) with the Coulomb gauge (eq.( 3)) and
boaindary cndition (eq (4)) on condaciov sarface. ________________

VuT.0 (3)
Tuna.0 on conductor surface (4)

In the previous paper (11 we solved eq.( 2) and satisfied the
Coulomb gage sod the boundary condition by using a penalty
method. When we used a large penalty number. gotod convergene
characteristics could not be obtained in the iterative matrix solution. __0 NOW- isene t n

Hence w' here propose a new formulation using twelve-edge AW -+- ELMEu~tSanx

elemento in order to avoid such difficulty. The current vector W
potential. T, is txprtsied in the local coordinates i, ,1)using the 0

saefucions proposed by K Sakkyima (3]. nasa neat nuns anus 0.na4 nuns
:men (se)

TiTTl\N 1  5 Fig 2 Time variation of eddy current density
7'1(VT,,T~r1 NT,(x=0.073 , Y=O.O , Z-0.0)
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MII RESUfLTS AND DISCUSSION liequeneam. Tawd i d r

i t tabe iS X=2 912 Of, ti e ','-I as Sbout in F%5.
ElIES as ppled o a E~ prbleii.We dopd a9-V N::xr sc of 6-e tzivskny of TA*c; i3 te nobl wcne

one lnposcd -w the TEAM Wabbhogn 14 The sc piocmi a oband 6-e the rfrriei; [t1J. Tbcs - $ow altacis good
rctagular block 33Ox28Sx3oo with a 40x(L5lQIcc exactk an avome 46 cxpciCMMJ e boh im shape (a iuily 6c

-the eisner of oneof the largrfacms It is made ofiacntie 560CL ~ n o r e i a )adpaez h ak
Relative permteability lu, is I and electrical condoctivity -ac is otSOO'AzaS 'kHz-

.44IOSfm. Azb w-He to a--'-- %-v. z acid Mr. T.
Adiffereattial probetinvsoo the ufeoftbeblock. Thepioe Sraprerorc

as a cylinder withi ant active soeodanltoatalcrcptive tsgcray.yM1~42Sfthesc ,zp CerofnheLesskn
'solenoids. The u exprntsv ucae do~fca Madle oofmn Cid Scec - osUie4
to thecrmack under fwu different frequece (SOO114-lkIfz. 2klz. enelh
5kUz) [41-REEENE

Numerical analysis was also caurriedi out for the name pmoblei.RE Riv S
For ft snnany fheregion to be meshed is only a half of the block. I Dtiena.IErnt.Mg b2(9)p.44T
mec crack is irealed as a low conductive regiondincuedi [be~ 12 J. IjC- k, COMPEL. Wt.9(I990) ppi5S-167.
analysis doij. According to echcoil posititi.%seda, differ=~ 13) K Sap c: A. MEE Trims %jag. VoL26(9o pp.1759-
typofineslidivtision. Ittordecr togethigbarcUraC1ofrOgnesid 1761._
calculation me adapted the mesh division to the poiionis of coir d [4] 3013
a crack, and used the syimctric meahbdivision in f einDa the 14 T TDka en at. proc Asiani TEAMl V.&xsho and Seenar on

coiL C ct. Appl. EloctrocoagtL. EFSwTMOOI. Tohoku .Univerniiy
Figs.4 show t numerical and experimaental results for two 1]TMg ta.C.IE,%i-p o 2022

Re

Re
(a) Numerical result (b) Experimental result

Fg.3 Signal trajectories (500Hz)

n Im

00

4.4u0 40t00 -"uu.00 AOW 0 1 2tu 3000 nu
Re

(a) Numerical result Fi. inltaetre 5~) (b) Experitmental result

__________ __________Tablet ITne results of *Parallcl movement to the cracke'

no.05.u 5 i 5.0 it4 2

,&,t5.sIs as I!M 25 5

3M5&5 50-2 w04 2*6050

Re 0(0

41:5S Defisition offpsansceters 0O- - - - - -
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.nsr EYS3JIAT1 OF 3--D MY W I OS DlSMralai
*~~I lIMM W.A3 EER TWEOS -

3. .xtk7l

ioiteo of lectril lf~chizesand Teasfors
..oboicel University of Lodt

u~ldfesdd IV/=r. 90-M2 Lodz, Poland

Asrf- The eztbo's woe I and metbod P31-30 maed nogntistion, uv (Fdg.1) of solid steel
frfr3-0 analysis of ieakaee field distribsotIo - - - .0dd (3

has been ow eelpd or a fasn Simplified -O 2- C+ I2 - S9:1810 (3
ewciio of edycurtls distribution on2h

internal s=-face of tenk wall of large t--oyhase ubreo - 310-10 ~ 2 A- .
power transfocses. Field comboeOlz H. 'P n e 02 an see frca Fio.1 that even, Dire Simple
distribution or. calculated automatically. with apgrOiaatic=
analytic ptPrpocessor end graphic Postprocasse*. 0-ins _

to eligible spli-at On nly 15-20 8 oM a PC Ir H z .1.3 c282 - 10.27 1?- (4)
comuter are vufficient far Siulation Of one
structur-e configuration. An Influence Of tack with orresponding error Is possible.
soreening and general fo-.Il. for the totAl Power loss
in tank -1ll Is Presented.

EddAy currents induced In Inactive ports of large 0
thoece-hae" po.e traeforcers Produce highly
nun-niforct distributed losses and local hMating.
which are ftportoantfcoso oa nrysvnpower System reitabilitty. uTis ~distributio~~gnnhsCl
extresoly three-dznnional character, sPealywe
various screens and stants are applied.c The mest 0
popular approach to Solution of Such probles is to 0 53 0 U W 2W eAl.
apply 3-D finite element method III. However full
threa-dicensiP"a Solto, tp o acoI Fis.l. A-nalytical approxImations131 and (4)
nonlinear magnetic permeability. heating. etc.I has of mayctization cuv of "olid steel.
proved as too costly in terms of both no-hours and X X X - neastured points.
ctera .I= ao nd out attractive for design use' Il..
11oreover, th 3-D FEN1 appoch IS not suitable f or
modellirsg on a personal computer. what Is necessary In
practice. 1ll. CCOO)lTATlOl OF-3-D FIEtD X%10

To overtax thle Problem the author's simplified LOSS DIST11lWrlO! O.N TANK WALL
reluctance n~tvork 3-13 nothod 12 .51 (Fig.2a1. together
with analytical formulae 141 -as applied. Leakage Leakae field in a three-phase transformer has been
field of thre s-pa Power transformer in Fig.2 is simulated with the 3P,-D reluctance network (Fig.2a).
Simulated and resolved with the help of the 15k-3D
computer program. containi ng dedicated analytical
Preprocessor, general network solver and graphic a/
postprocessor. Such an approach enables to model and
analyse fielo in one 3-0 structural variant (coofig--
ration) within ca. 25la CPU timeo on a personal
comuter IBM1 PC/AT. In the payers published so far J3
12.31 only one Heun ccPononon wee analysed. In the

Present paper beth Hux and IlL, field Components as

well as resultnt, field H_ - /.7 H7 A, on the

Internal surface of tank wall were cc...idered. The ll

asolute value l11. 1i is responsible for local looer.

11. LOCAL EDDYT OChMiU LOSS IN STEEL WALL

Going oat from Mlaxwell's equations for sinusoidal
couplex expressions and at p - const

9 H.- Em a-d 9 E,-J.'H (I) Fl.2. Three-phase Power transformer

a.'bOuputatioeal 110-3D model.
one can obtain 141 the clessical foyrmula for eddy hi I nvestigated example with Cu or

crn S3iasoimeawil W/2 laminated Fe partial screens.

where elements were calculated analytically In the

114_1~IA
2  

precrocessor. In irrotationav field area they were
- I 5 be12 calc ulated from a geoetry of correspondIng 3-0 boxes

I s'"'27(Il. In condacting solid steel elements - from complex
value in i/A 14)

where at ja - conet 0~-I but at steel with Pi - .1 ~""~
aill)A) coast a 01.4! Is1 the Inward (in the Z BPI .50.37 10.)(5

dir ction) lisearleution coefficient 14). w - 2af. which takes into account nonlinear steel perneability

p yo- rsa ( .,) - mageetic permeability On steel and eddy current reaction. Copper or aiuinium screens
surfce. r - metl coduciviy. ere lsorepeseted by corresponding complex

Tocn Idiron nonlinearity along Surface oeca fo rml*11 h oo nli.ahs4-16nds
use authors analytical approximation 14) of Some nor. in windows than that in Papers 131 and (6).
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Ase ezzaloz. ta.k sdtlbnut = with ceotlsou C. or I'CS.7
lu---ted Fe sCrec=3 (FIg.2b) wet cosidt-d. Edge of'
the Xsureso Is sioed i discret nde POf ts. -.he
reltzte ce = the edge Is calculated o parallel

cotoe s stit Of two clooe ct s ilkt9- 02

bofo tel: = fcirst Of ()" voice a C45r0red. ani a b

t.scn - al
t

tl c ra as R; - 2oe. asiv 0
a relativ'ely =11l error. Coo ret.sIer eloent vs

eeDDi oo 8f=l 1 rctan als. Field and In"4 FAX, lv s
tn o~k ch -tlA .9re COlC2I4ted f-C3 the adja4cent

d'.t S ad lf - 05 is way t retw=rk ws Sm, -lcao9

3ticilly s four time dzr t .In Previous 0.002 .
wor"ks 13.61. -

X. total 1000 ec~rtatI ob-.ldcoasidor all kin-*Cd-sCO2
of elements acding to (2). and H -00.3
seenCin coefficients anCd P. fr eIectro5agtic .

cod lecti screens ros ectively. The total losses ig.4. FoiedccOoaot I (a),.7 (b),
inWare ereftre s eand eddy curent losses cc) of tnk surface of

a 315 kVA transforner with the partial FS scree,.

• . r.. t. - elI.A0 Ll.

hore it was e s posed

oa,.. n r aw 210

The yok as adewihinthe pr*ec0E
3
n3

28 1.4 Nap, - 0.04322
- --- ap 1.4 (7) 0014

(4.2.00)r J I n .14

dW- thickness of Ca screen In o. n - n=.Po of WIP 5  
- 0.00270

sheets i. flat- laisnated magnetic screen. u. i- 15.
eof scroo- o. the field ad' losses

shown1 ouleeos - a o.5. Field ccPoronnt . ., Ree() H .C . .The lose dgstributlons 1n I Figs. 3. 4n. 0nre
expressed in relative unite referred to and eddy current lossee (c) on tank surface of

Ta 315 ltVA traneformer with the Partieal 1 screen.

Ne wok' .H C wholu Vol/2 INs i, IN

hre Hs, -C=(01 IV. COCASO

I - rated 00-turns of lV winding; h, 1 - h/. Application of the network approch with the ofF-3D
h - windings height. IC . ( -Ca+.,46,'/Ch) couter Program has shown high effectiveness of thii

m.ethod at evaluation of 3-D field and eddy current- fo~ovshl's coefficient .15). lose model ling and analysis. A lot of Information can
be obtained within saconds on a Personal computer.
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sponsed by Polish Ministry of National Education.

0 oV. REFERENCES

b 1. Colson M.A.. Preston T.W.. leece n.8.3.n
e-Dimensional Foeit -Element Slver. for th-
Desilgn of Electrical* Equipment". COMPUKfAG 1985.
Pert Collins. US".

2. Turo.BkI 3.. aoeln nd Simulation of
Fax vaues -Elec ttonntic Field in Electrical Machines and
HoL..A1050.L Transformers with the Help of Equivalent Reluctance

Up,- 0.01914, N etwork . iMACS Annals, Vol.6. Bavsl. 1909.~eo. Tarowski 3.. Hoped H.. Turaweki H, Meathod of Fast
o 3 k t , t screen 0 Analysis of 3-D Leakage Field s in Large Three-Phase, 0Transformers". 3IS AG'89 and COMPEL. Vol.9-A. 1990.
Pr- 0.00148 4. Tlaroski 3.1 "Obliczenia elehtromananetn elecon-

0-t-w mzyn i urz[dnef elektrycznychl. (book In
Polish) VII?. Warszawa, 1982.

5. TurowslU 3.: "Model reluktanlyjny Pao roiprosasnia
F60.3. Field components Nmx (a). m (b). traofancatordw". Jiopracy Eiekcretchniczno,1 1

oy vol.30. 11.4. 1904. pp. 1121-1144.
and eddy current loss. (c) on taik- surface 6. Turowaki 3..* Hoped H.. Trewski H.. "Past 3-Dl
of a 315 kVA transformer. without screens. Analysis of Combined Cu-Fe Screens in Three-Phose

Transformer. 1SEF'89 and COMPEL, 1990.

- 1635



AN ITERATIVE MWEV FOR SOLTII
TE I nn% ,SE i OF E=LEMICAL LOG

K1AW =k AM! LIU JIA Qil

Dept. of math.. lahia Institute of Technology. China

bstract: In this paper; the problew of electrical am-
log In geo sliex is reduced to tbe-iaverse proilem 0. (r.z) r1 (2)

of amlliptic differeatial equation. An iterative

aeth1;de for ;olviag'the !averse Problem :i- ~ bs (r.z)E H:. i~i.-.p (3)
m=e. (ri)E ra (4)

-here l-ra :r, is the insulation beudary. n is tih

outer mirmal.direction of r%:r! is the ith elec-

The techaique of eletrical log ii very importuat to trode's boua ry.-b, isothe poteatial on Hi. p is

productioa of petroleam-in oll'field. it Is put into the mnmberoof the electrodes:lrs is the infinite

practice by means of a s ystm f oelectiodes belw P
-ll. Teolectrdes transmit steady cxnirets to the boudary. soit. r:z l then ri.r a"d r.
earth so that s electrical field is created. By

receiving the electric responses. oe can identify for the eoar o b t
valu .foaim IfteerhI smerzdwt Let r. be the demarcation plane between the zones

variousforatiog. if the earth is synetrizod cith of respective aedium. On r, there exist join con-
respect to the well axis. the problem of electric ditions

log can be reduced to a tvo-dimesiou problem in a an an

neridisn'plane. The distribution of andercell midin u.=n,, ( -).( -)., tr,z)( r. (5)
is demonstrated in Fig.l. where Q QuQ.,9 and Q3 an an

where a is r,'s normal direction and subscript '4'

z sideall '-" represent two sides of re.

adjacent fomation in addition, a also satisfies measured conditions

Q2 03 (current conditions)

Ca -m•r fomio --- ds is, i-I,'P (6)

o f 02 -here Ti(i-l.-.p) are the known current values.
m 03 Thus. the model of electrical log is reduced to the

inerse problem constituted by eq.(I).6onndary con-
ditions (2)~{4).join onditions (5) and measurment

Fig.1 condition (6).

represent the respectice area of muddy zone. invaded Ilf. ITERATIVE MEIHOD

zone.original formation and adjacent formation. Let

a (r.z) be distributilse function of electric conduc- in order to determine a . the iteratise procedure

tivity. It can be assumed to be a plecewlse constant is Introduced by letting [2]

function 111..e. ks,.ik,+6k.. u.,*=u.
6

u., 6k.=r6 o.

a (r.z) = (" Crz)E Qi .1O.2.3. n-1... (7)

h nedoho(o)o2
d .

(r e the respective.re a is the initial guess. ak l))a 6ksl and
haro 0. 0 0. no .ara tha respective |n| )) 6 a. a are necessary tor the convergence

conductivity of mad. invaded zone.original formation 't tee rative algorithm. Upon substituting

and adjencent formatlon.. (
0

) in known.o aI), o (2) and Into (I). one obtains

a() are unknown parameters characterizing the a a(0.46u) a a(u.+au.)
unknown formation In the electric field. Generally, r W - -(14 W

ar ar at az
the electro¢e's currents and the electric potential (8)
on the electrode's surface can be measured. The In- Upon collecting equal order terms and neglecting

version of electric log is to recover a"), o (2) and second order terns of 6 . one obtains a system for

o
0 ) 

by electrode's and potential values. u.

a an. a ana.
II .MATIEHATICAL MODEL |) ar a r at a z

The potential distribution function u(r.z) in the = , (r.z)i rt (9)

underwll electric field satisfies the folloving 
an

partial differential equation I) u.=b, (rz)E H.

3 u.=O. (r.z)E r2
-ig-)+(K-u)O, (rz) EQ=U Qi (I) and a system for 6 u
ar a az az i=O a 6 .+ a asb

.

and boundary conditions
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~u. ' ),h following numerical simulation Procedure is carried

06. first. one chooses paraaeter a (r.z) which smpva e
-0. (r.z) E I (10) to represent the correct cooectirity of as earth -

a. I" 2aad also-the boundary coaditiousba.jal.-, p. Theou.0. ( r -rr the aystou (i-(5 with the chosen ao(r.s).and bl.

BYuigthe Green's functionm method.(0 cam e cnteeL..temaurddt

tio. of the first-kind for the unknown 64 ~ (7i.(9)'and (16). a, is obtsand. Thea ii a ink'-

aOr aOr as 3 z are tabsiated in the folise)ing table
and r.(r.z.r*.z') satisfies.

Or Os Or ax InI

ar= . rz)Er s (12) or ?* 0T on 0 0o 0. .?
an
.=0. (r.z) E rU 2u r; 5 2 1 5 X 10W3M15JOD 9.99

Approximately replacing 6 a. In (11) by n-n, and 2 8 5) D 10 D SM9A D

takini the normal derivative waith renpect to HI. 1 3 10 1 3.OD 9.99 IM

one obtains II_15_2D______9__3

On Ona. OG,(r. z, r*, V')

T f --anr .z)r's Q The simuiations show that the iterative metbod for

(r.z)E (- . (13) solving tbe Inierse Problen of-electrical log is

By integrating (13) on I-1 and nccording to (0).03) efcie
is written as REFERENiCES

Ir- -aiaf1(n. ~ ~ rs~rz (14) (1) D.C.Li.Aapply the finite element method to elec-
a. ) trical log~oil Industry pablishinghoase. 1980

where lao *ad(in Chinese)
O G.(r.z.r .z') 121 Y.i.Chen.J.coaput.phys.vol .43.50.2.1981

0. t(r.z)= ft -s (15)

The right hand side of (14) con be further simplified

f f1 1 O,' .zxWa(r .x')dr'dz'

3 ff

3 aOan. 0 On.

io Qi Or Or Oz Oc
3

L dall) . (as 60T?.0)

0 Ox. 0 On.
* where!. a- f f Qr'.zH-(--)+-(-)d dz.

Ojcr Or Os oz
On.

Let 4d I, f -- dz, (il2 p.Theaa(14) cean

be further uritten as
3

E~ Ch a o.
1

=dl. .11 p (16)

(16) Is a x~sItoa of linear algebraic equatioas with

respect to 6 a 1) Solvier (16), one can obtain

Now. eqs.(7).(9) and (16) form the basic structure
for each Iteaton In the numerical Iterative aigo-
ritba.d 

i rt
In odr to test the feasibility of the method, the

1637



CONVEX-AMNALYSIS An SBDIFEREIAL 1 -IHDS
N1--EIECRO AGNETlSK

Stanislaw X. Krzeifiski
Institute Electricrl Theory and Measurements

-- saw Technical University
,Koizykowa 75. 00-661 Warsaw

AbstracL: A new-method of focrsjlatng, boundary uniiateral constraints for feid vectors whli
and iritial boundary vailue probliis with unl- n>w-be formulated.
lateral constraints for field,;ectors is pre-
sentedSuch problems of 'electrodynamics-"were MODEL INITIAL BOUNDARY VALUE PROBLEK OF
describedwith,a' system of,multiequations and. ELECTRODYAIC
variational inequalities.

A model of initial boundary valueproblem for a
medium with dominant current conductance pro-

I. INTRODUCTION perties will be considered.For such medium the
canonical equations (23 arc given by

in the last years wich was 
done in app)i--

cation of mathematical ihysics equa- tions

to fietd problemsas regards sathematical mo- L* H 3 + , = (5)
delling of initial boundary value problmss
with constraints for field vectors.The fun-

ctions of state satisfy not only the condi- B- H (6)

tions resulting from the given boundary value

problem but also additional ones entailed by L - A - B (7)

unilateral constraints, that is inequality
conditions.

Such problems may be described naturally where L - L - (Vx) are the operators. The

with elements of convex analysis and subdiffe- vector of source current density j(x.t) and

rential calculus 11.31. This approach to pro- the vector of magnetic field intensity H(x.t)

blems with unilateral constraints esults in have two components,

their being described with multiequations, or

differential inclusions or variational inequa- J(X.t) - J(X.t) + 3(X.t) (8)

lities 11.21. This paper presents a mathemati-
cal model for an initial boundary value pro- H(xt) - lxt) + H(X.t) (9)

blem with unilateral constraints for the sour-
ce current density vector and the- magnetic Components j and H are nonlinear and de-
induction vectora pend on the vector B. Constraints for the

induction vector are contained in the defined

set K(O).

ELEMENTS OF SUBDIFFERENTIAL AND

CONVEX ANALYSIS K(O) - ( A: A eV(i).l VxA I S B ) (10)

Tne mathematical basis of convex analysis The indicator function of set l(( is of
and subdifferential ca'culus are given in (3). The rm.
Here will be given only those elements of this the form.

theory hnich are relevant to the subsequent
considerations. 0 for A a K(0)

(DI): If functional J-V- R is convex and indK(A) - p(A) - (11)

lower semicontinuous. then its coupled fun-
ctional. 0. In other word. the polar fun- for A a K(O)

ctional J ;V ()-R is of the following

form. The normal cone of set 4(0) in point A
3 u 3 - sup { u .u) - 3(u) 1 (1) is a set of subgradients A or i of the

u au wform. Accordingly, one may write that the
controlled component of source current 3 be-

(02): We call the element u oV (01 a subgra- longs to the cone.

dient of the convex lower semiconti-nuous
functional J.V- R in point (u) when it sa- a a - NK(A) - -dindK(A) - -do(A) (12)

tisfies the Fenchel inequality (3j.

u vThe cnaracteristic of the magnetic medium.
H(B) is given by,

We denote the set of subiraaients u of fun-
ctional J:V- R by dJlu), The subdifteren- -' B for B. 0
tial dJlu) nas the following properties.

U'e dJlu) +-aU .3 0J, u 13) H(B) - ' b for 0 5 B S B (13)

d(J-L) Cu) L.IJIL~u) (41
, LPB2 for B > B - Bo/H

An initial boundary value problem with
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712:r a 1VAL- - (U) - V(A) :5

(19)
The nonlinear component R(B) belongs to V - H , L-A> +-(V) - V(H) S 0 (20)

the-sbdifferential of the indicator function
of the epiH. Eliminating the vector of magnetic field

intensity H from (20). one gets the parabolic
type evolution variational inequality.

H(B) a Bindepi (B.H(B)) -BPr(B) (15)

Th<~h OA .U-A> + a(AU-A) :S <j.U-A> (21)
Thusthe dynamics of electromagnetic rtU -

field in region Q with unilateral const-
raints for field vectors contained in (12) satisfied for every vector U -a K() and
and (15) was described by -two inclusions. A e K(O).
sultiequations of the following form,

OA a INEQUALITY YODEL OF THE BOUNDARY(16) VALUE PROBLEM

p- L A - He-op(L A) (17)
The model Initial boundary value problem

The-subdifferential OH(B) of the chara- of electrodynamics is of the formfor given
oteristic (13) has the following analytical curient sources J. T and material parametersform. F p in region Q, determine the potentialr distribution A a K(O) satisfy- Ing variatio-

nal inequality (22) and the initial condi-
-2. for B( 0 tion (23).

I "OA

(-2.' .i' I for BO d3 .U-A> + a(A.U-A) : <,U-A) 122)

(18) A(x.O) A x). x 4 O.VU a K(Q) (23)
OH(B) for 0 4 B < BBr In the case of a magnetostatic field, the

boundary value problem is. for given current
sources i T and material parameters r .P.. 2 P.1 tor B - B e "nin region (n) determine distribution of
magnetic Potential A o K(i) satisfying the

2 v B for B > B variational inequity

(A.U-A) S <3.U-A> , V U - K(i) (24)

Fig.l. presents the subdifferential of The variational inequality (24) was
the characteristic H(B). solved by approximating function A(x.y). (xy)

a 0. with a finite element.311(e)

CONCLUSIONS

Subdifferental calculus and convex ana-
....... lysis have never previously been applied to

descriptions of nonlinear problems of electro-
- - ( -dynamics with unilateral constraints for field

S- ' vectors.
This approach enables. in a natural man-

-2 -t 0 f a 2 a ner. the construction of a mathematical model0 .. consisting of elliptic and parabolic variatio-
ral inequalities.

-f
-- REFERENCES

-(1) G. Duvaut, J. L Lions," Inequalities in

Mechanics and Physics, "Springer -Verlag,

Berlin, 1976.
FigAl. Subdifferential OH(B)

(2) J.T.Oden. J.NRedy,"On Dual Complementary
In virtue of the bubdifferential's pro- Variatitnal Principles in Mathematical

perty (D2) the system of multiequat;ons (16)- Physics, Inter.Jourof Eng.Science. vol.12
(17) Is equivalent to a system of viariational pp.1-29, 1974,
inequalities (19).(20) Ill. in which (p) and
(w) are Indicator functions of sets K(W) and 131 R.T. Rockafellar, "'onvex Analysis,"
epiH respectively. Princeton University Press, 1970.

1639



FIXED POINT THEOREMS AND N-BODY PROB EM OF CLASSICAL ELECTROOytAMICS

Vasil 6. Angelov

Mining and Geological University

Department of Nathematics

-ll116Sfia, Bulgaria

Abstract. N-body _problem of classical ele- THEOREMI 2.1 153 Let T : X -> X be@-contrac-
iro-dynascss is considered; -The Newtonian in- tive. For each e i L (5 4

) 
such

stanrtaneJsi action at adistance is relacedpeZthe

by an action at a distance propagated with that-for t_0 sup{(j,-(jb)(+:k=O,l,2,...).k>(t)
finite velocity. Fixed point approach allows -

to formulate 'escape" conditions fo- the and4'9+)it is nron-decreasing. In addition,
charged particles, there is x.6X such that

1. INTRODUCTION f~ 1 Z ~ Qxiz<O

The two-body problem of classical elec- (k=O,l,2,....
trodynamics without radiation term has been Then TJ has at least one fixed point in X.
posed by J.L.Synge [3 using the relativis-

tic expressions for the Lent= pondermotive It is easy to verify that a sum of 5-
force, due to ;.auli (23. The main feature contractive and completely continuous opera-
of his considerati ons is that the Netonian tor 'is no longer densifying one, because of
instantaneous aitioin at a distance i' repla- that we use the notion of 5-densifying opera-

ced by an action at a distance pr-pagated tor, introduced in C53.
with finite velocity. The problem stated has The operator T' is said to be cb-densi-

been investigated by several authors using fying if for every bounded set q(cX and 14
different approaches (cf. [3]-S3).

A natural extension of the problem menti- ( (9 wp ))
oned is a N-body problem of classical elec-

trodynamics. From the physical point of view where rp coincides with Kuratoaskii's or
this problem is based on the linear super- Heusdorff's measure of noncompactness.
position principle of the fields. This means
that the Lorentz force can be calculated by It is known that every separated locally

summation of the retarded'fields produced by convex (linear topological) space possesses a
all other particles. In [6] one-dimensional uniformizable topology being completely regu-

case it has been considered. lar. We suppose E has the property (C: the
In the present paper we formulate an ini- conveu closure of every compact set is

tial value problem for equations of motion compact in E. When E is a Banach space (C) is

corresponding to three-dimensional N-body satisfied in view of Mazur's theorem. If E is

problem. By means of a fixed point theorem, a locally convex one, (C) is satisfied if E is
proved in [53, we formulate "escape" condi- complete or even quasycomplete.
tions for the moving charged particles.

THEOREM 2.2 C53 Let T:M->M be continuous 0-

I. FIXED POINT THEOREMS densifying mapping. For every bounded st

,?Io p~ theno iealiy holnd se
Let X be a separated uniform space with a 

ith Y( )>O h nquallty holds

uniformity generated by a saturated family t+,i . tfi ,S,< i<nmO,l,2,....

of pseudometrics A -(C ,i): 4} where S for some positive constant Q. Then T has at

least one fixed point in M.
is an index set. Let f:S->Z be a mapping

w i t h i t e r a t e s d e f i n e d a s f o l l o w s : ( P " ( P ) 1 1 1 L e b e a c c o u n tP R L E i

x9 *We formulate N-body problem taking into
(f ()), (P)=p (kL112,...). Let (0) 1 be I account that every charged particle is under

family of contractive functionsc ): R.- the influence of another N-I particles. The
with the properties: right hand sides of the equations of motion

(@1))14P(t) is continuous from the right, we calculate by Lienard-Wiechert retarded

strictly increasing and O(4 'to)<t for >O; potentials following the technique dub to

Syng [13 and Pauli [23. So the right hand
(02) ()l.. ... ) = 0 for side of every equation turns out a sum of

n->. retarded fields produced by the last N-1
every t >0 and p . particles.

The operator T : X -> X is said to be 0- Introduce the denotations (c.f.C5$: the
contractive if for every x,ScX and JaZ the space-time coordinates are ]Z=(3w,=Im I (C-
inequality

the speed of light), where Latin suffices run
. -,(x -)) over I-f, while Greek suffices run over 1-3

with Einstein suAation convention; the
is satisfied. scalar product Is j<at>=C, ; the proper

masses are t (l ,2...2_ N), the charges -2e

unit tangent vectors p4,' ,the elements of the

1640



propedr lfe the velocities &L4 ; UUt =

00 _____.;

________ if, icX

are isotopic vectors htt
such that IV/ (l)cl ( b,there exists a
solution of the initial value problem (2) be-

_Ii.. W) e-,rxlonging to I L*&(0) 3such that YX,,C+) are
the distances between the;particles for + ZO.

where the retardations r-t(4) satisfy the It is easy to see that
functional equations li r_( ) " .

t->.
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where WJ,(f) are prescribed Initial acce-
lerations.

The following theorem is bzsed on Theorem
2.2.

THEOREM 3.l.Let the functions ,,l4J):C0,o
° ) 

->
(0,-) satisfy the inequalities (k-l,2,...,N)

N D, NQ. r,.

then for every function V (21- satisfying
the Inequalities s
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CUPHiSP1
Warsaw University of Technology
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Abstract'The paper presents-a method-of opti- The measuring range has been taken as an output
mization the constructional parameters consi- quantity y but it-has been observed sensiti-
dering maxiaization of the selected work's pa- vityy'in me/na) and residual voltagein V)
rameters of the multidimensional electromecha- this ame tine. The range of the linear cha-
nical system. The problem of optimization has racteristic's part in the separate experiments
been solved using 8ox-Wilson's method and the has been defined for the three values of the
analysis of absolute function of sensitivity relative error (for 0;51, 1%and 1,5%) based
of the first order. This paper presents appli- on the linear approximation [3).
cauion of the above-method and results of op- The-target of the analysis and experiments
timization. is obtaining of the maximal linear range (mea-

suring range) shown In Fig. I.

I. INTROOUCTION

With the analysis of complex multidimensional
objects, especially there wher2 phenomena that
are mechanic in their charac °er are accompa-
nied by magnetic and electromagnetic phenome-
na, the task of optimization an object on the
basis of analysis of physical phenomena is ve- ,/ ,xurtmua, dchPB
ry difficult, sometimes impossible. Most Im-
portant problem for the electrical transducers
for the measurement of displacement (for ex.
for the inductive transducer) is optimizationconstruction's parameters considering maximi- | disgicem= Il-
zation of the metrological characteristics pa- L me $ufl ano-
raxeters. The Box-Wilson's method has been used
to solve this problem (1). The problem of up-
tioization has been reduced to the classical Fig. 1. Dependence of the output voltage's
problem of nonlinear programming with limita- amplitude of the measuring system from
tions (maximization output quantity y through the core's displacement
changes of the input parameters xl x2 ,*Xn
in the preset intervals of permissib e varia- All parameters characterised the inductive
tions). Use has been made of the experimental transducer has been selected on the.
design techniques, approximation of the object's L. measurable input quantities which are 'he
properties and hypersurface of the I-st degree subject of th, optimization process
by the formula: (X1,x2 ..... Xn)

Y - bo - bl1 l... bnxn (1) 2. and fixed measurable Input quantities [3].
where b are the coefficients of The constructional parameters regarded as the

bb bcients of input quantities, have been presented in Ta-
this relation In order to identify the model ble 1.Cl] , 3].
The analysis of absolute function of sensiti-

vity of the first order [2] by the formula: TABLE I

i IIEASURABLE INPUT QUANTITIES
- J-i,2,...,n (2)

y J Deno- Grond Permissible
has been given information, which constructio- ta- The name of the parameter lrooe range of
nal Parameters are more important than another tion evel variations
in this optimization.

x1  Frequency of the power 10 ki~z 0,5-20 kz
II. APPLICATION OF TilHE METHOD supply

;he above method has been cpplied in the ana- x2  uiber of terms of each w i 1d5i0s
lysis of an inductive transducer system used windings winding
for the measurement of displacements which x3 Distance between the win- 2,5 m 0,5,38 mm
works in the systems [13: dings
1, of a hybrid transformer and x4  Length of the ferrite core 22,5 mm lu3O cm

S5  Inside diameter of carcass 4,9 m 3,4-5,4 mm
1 x6 Putside diam. of ferr. core 3,5 mm 3S5 em
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Thus the problec-is reduced to the maximiza- TABLE V
tion of y throubhthe changes-of the parame- RESISTANCE BRIDGE
ters xl,x2,..,x 6 in the preset intervals of V
permissible variations for two systems of the
-transducer's,work. Coefficients

III. RESULTS () 11 <2 <3 14 15 16

Owing to the reilization of the-experimental
desIgn technics (according to a two-level half 0,5

design) 32-experiments-have been made for each 1 -0,441 -0,078 -0,028 0,266 0,041 -0,041
-transducer'ssystem-of the work. The results 1
have-been p resented-in Table-I and TableM [3). 1,5 -0,503 -0,07 0,003 0,291 0,053 -0,022
Next-experiments has been exetuted to finding
the local maximum based on the Box-Wilson's
method [3]. The local maximum has been found. Analsysed the absolute function-of sensitivi-
I. in the system of a hybrid transformer in 37 ty of the first order (2) for system of a-hy-
experiment (6,2 mm for 0,5%; 7,2 mm for 1%; brid transformer, results has been got. This
7,9 mm for 1,5%; sensitivity 220 mV/mm; resi- analysis informs, that outside diameter of the
dual voltage 0,O15 V), ferrite core is parameter, which makes up the
2. in the system of a resistance bridge in 34 least sensitivity, for system of a resistance
experiment (7,7 cm for 0,5%; 8,7 mm for 1%; bridge this analysis informs, that this same
9,3 mm for 1,5%; sensitivity 200 mV/mm; residual parameter makes up the least sensitivity.
voltage 0,049 V).
That were the results of optimization. Identi-

fication of the coefficients of the form (1) IV. CONCLUSIONS
basing according to the principleof the least
sum square [3. This coefficients shows Table The gradient's optimization method has been
IWand Table V/ appeared to be very effective to theoptimiza-

tion and structural design of the metrological
TABLE IV properties of an inductive transducer for the

HYBRID TRANSFORMER measurement of displacements. The analysis of
sensitivity can help in the selection of the
more and less important constructional parame-Coefficients ters to the next experiments and analys-is. It

Error
k k k k4 I k5 k6 seems that it can be successfully generalized

[%] 1 12 for other systems especially for electrowucha-
-- - nical measuring transducers.

0,5 0,116 -0,078 -0,166 0,247 0,091 -0,020 REFERENCES

0,159 -0041-0,141 0,34 0,078 -0,022 [1] Box G.E.P, Wilson K.B.: "On the experimental at-1,5 0,175 -0,025 -0,119 0,394 0,081 -0,019 talntment of optimum conditions. Journal of the
Royal Statistical Society, Ser. B; No 1, 151

(2] Frank P.M.: "Intrudocution of system sensitivity
theory". Academic Press, New York 1978

[3) Jas6ska-Choromaska D.: "Mathematical model of in-
ductive transducer for measurement of displacement",
doctor's dissertation, Warsw University of Techno-
logy, Warsaw, 1923

TABLE II AND TABLE III [33
RESULTS OF EXPERIMENTS OF A HYBRIO TRANSFORMER AND OF A RESISTANCE BRIDGE

actors x. xI x2  x3 x4  x5 '6 Y0,5% y1% Y1 ,5% Y4  Y5
3aalc level x8 10 1360 2,5 22,5 4,9 3,5 5,0 5,8 6,3 234,8 0,015
xperlmental step xfn 3 144 0,5 2,5 0,5 0,5

oPer level (v) 13 1504 3 25 5,4 4
ower level (-) 7 1216 2 20 4,4 3

Standardized variables to tI  t2  t3  t4  t5  tA

Experiment I + + . . 6,1 7,1 7,8 .231,3 0,065
2 + - + + - 4,9 6,1 6,8 257,5 0,010
3 + + + 4,4 5,1 6,0 288,2 0,020
4 + + + - 5,6 6,5 7,3 220,9 0,053
5 + 5,2 6,1 6,6 239,6 0,031
6 - + - - 4,7 5,7 6,3 270,1 0,0047 v v - - v 5,9 ,8 7,4 216,0 0,051

8 + + - 4,1 5,0 5,6 278,4 0,016
9 - - . 5,2 6,2 6,9 235,8 0,031

38 13,0 1294 2,20 26,7 5,08 3,38 6,2 7,0 7,5 216,5 0,013
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- SlMULATION-AND -OPTIMIZATION OF CIRCUITS
BY- MEANS OF WAVEFORM RELAXATION METOODS

KLAUS LSCHINEIDER
K17;-Weieistrat3--Institute of Msthimatics

,Mobrenstrale 39
Berlin; 0 - 1086, F.R.G.

Awrm s~- The waveform relaxation moethod (WRM) isan impor. The proof of the following theorem can be found in [3].

tant tool to computethe solutionsnof Cauchliproblems for very I~~ML~s~e~ohssVhlo hnteCui

large systems of differential~algabraic systems. By means of Pon- problem (1) has to aniyT > 0 a uitgue solution and the iteration

ei aginos maximum principle,'problems of optimal control can be sch eme (2) convergis for any initial guess to the un tgue -lotion.

reduced to the solution of boundary value problems. Irn case'of
large st ruct ured sjysttr'iS'it isnefficient to compute the s feiion of

the corresponding boundary value problem by WRM. We give 2. QUADRATICALLY CONVERGENT WRM
conditions for the convergence (both-gloibal and quadratically

local) of the WRM. In an appropriate~lanach space we introduce the operator

1. GLOBALLY CONVERGENT WR3A

The transient analysis of electronic circuits in equivalent to the o (fsdl,7j)sd,

solution of the Cauchy problrm for the differential-algebraic 3yo- 4t, (f(t), dfldt,,X1t), t).
tern

Then, the Cauchy problem (1) in equivalint to

'~=(~dIt~it, =((dd~s~) (1) P(W)=0 (3)
dt

((Is)~~ ~~~~ m =(t O+~)u general, the operator F has a special structure which can be
simuatin i a tme on- exploited for a block iterative schieme. In the Simplest Caae We

In case dim (4+ dim n > 1 circuit repreatent (3) ia thme form

suming task. In overcoming thin difficulty WRM plays a central ,rsn 3 ntefr

role, it is an iterative method for determining the solution of
(1) which is based on the decomposition of the large system w )=0(4

into subsystems and on the independent (effective) solution of 0srtsa (4)

each subsystem, WRM is immedeately suitable for parallel tech. F Iu2

nique3, The corresponding canonical scheme zeads [2) Concerning the system (4) we assume

dzk t( x~~disdi~) (V41). (4) has a unique solution Ws.
di(142). P in twice continuously Rilcher diffentiable near w'.

Concerning f and g we suppose Fs'.: F2'-,

(V), /f R R 1 llxR'x R1xR - R1, 9 R R ~r xR1'X R - have a bounded inverse at to = W.

Rl' are continuous and satisfy V to, s8 E 10+ where

to (sxW x~)t (91,92,93, ),1 R Consider the block iteration scheme

list) - AtD 0 :5EXx. - X.ro:1w2 = w,' + [F,(+ W,()

Ig'It k- (w'+ u)1 )j-'-31+ Ails -

=5 IlE~flM2A.Assume the hypotheses (Vi) - (V3) hold. Then

whee te secralradus (L ofthematixthe iteration scheme (S' coneesges wsith 1-stepo Q-order 2 to the

wher thespetralradus oL) o th matixunique solution so' of (4) pr-ovided the initial guess w* i s uffi.

cienti, noss'w*.

X3 X, The iteration scheme (5) in related to a simfillr procedure due to
Hoyer and Schmidt [11 in case of finite dimensional space. The

obeys a(L) < I general case will be treated in 14).
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3. OPTIMIATiON PROBLF.S FOR LACE CIRCUTS REFERENiCES

The problem to minimize the fulkctional)W HW adJ..Sc lieutoo-tyix e &Oamzpou

J111 ~z~tj..(t)d1 Math. -ek& 6t 391- 405(1984).

whr h oto ucini enst oe Uad - c wateformia azario method foe the tim"-omsain azzlys of

drlarge scale integrated cisrs. IEEE Teozs Compumter-aided
- =~~x~tx), (0)iX.,Design, CAD-i. 131-145 (1982).

le bord M3 KR. Schneider, A remark on the waveform relazation
:zan he reucedby PodS-: Principle the 0 method;I& t. .lCircuit 'Theory Appl. 18 (1990).
ary value problem '4:- KLcad uaax y convergeat waifor a-

= (zaH t) alion schemes. (in preparation).

eJA aH
= dt zA~) (6)

X(0) = O xoA(O) = .

where H is the corresponding Hamiltonfuniction.

I. care &.rnz = dfsn j 1 we may in general assume that H
has a special structure. This suggests the use of block diagocal
procedures for the numerical solution of (6), especially WIM.
The corresponding iteration scheme, related immedeately to (6),
can be written in the form

zk(t) = ze+ ( .1 z11lA' - s)ds

+ (7)z~t~ ~

With respect to the functions h, andiia we assume that there are

positive numbers kPI, ,A i = 1,2, such that V zs.X2, At, A,,F1
T", I 1,X E R" t E R
(H).

II,(xr,X2.A1. A2, 9) - ,r,,X, 5 tj~ (8)

Furthermore we introduce the matrices

(k!t 1)el 12k,(,=),2

Now we are ready to formulate the following theorem.

THEOEM .1. Assume the hypodrcsis (If) holds. Additinonally

wre assume

Ta((I - TMr)-'Ms) < 1. (9)

Then the iteration scheme (7) converges go the unique solution
of (6) for any initial guess.

Theorem 3.1 can be interprcedd as follows: Under the given
conditions the successive optimization of the subsystems leads
to the optimal control of the full system, In case that (9) cannot
be fulfilled we rosy apply the approach described in section 2.
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Abstract YlathematIcal modeling of lumped FCX.x)3 - 0. F~ez,-W2 CR)
physical systemasuch as electronic circuits
and mechanical systema leads frequently to Only. We associate with DAE- of this type fcr
highe r-Index diffe-entlal-albebrwaic equations any non-negative Integer z. is long as thei
CDAEs). In many cases a computational Involved capping= are defined and
analysis of thee DAEs Is of' Interest. differenti,.ble. the nonliQP'.. System of
However * the wll-known numerical methods, equations
like, BD' or Runge-Kutta. are applicable In
general to Index one problems only. In this FOC x.pO - 0
paper we Show that any higher-Index OAE can
be transformed to an Index one- DAE such that C3)
the -set of Solutions is kept Invariant during F CXP - 0
the transformation.

k I1 INTRDUCTION

OA s are frequently identified asCFx.p):i FCx.p)..

Imlctequations Fkxp: kxpD~~~~

FC.x.x)> - 0. F.- M--1' Cl) klxp. ~~)OPC.) k0 ml
where

for which x* cannot be expressed explicitly
as a function of t and x. Such OAEs arise, in OkCx'p3
=any areas of science and engineering. In
particular mechanical systems and electronic Is a projection along

circuits may be modeled using equations of
the type Cl). IC kxp)The problem C13 is structural quite iOPkx.)
different from an OME. and existing 0DE and
methods are in general not applicable to OA~s 0 FkCx.p. 0 P.C p
without extensive modifications. The x x. p p3
variation in the structure of Cl)' from an OCR
Is usually quantified by an Integer called denote the partial derivatives. with respect
the index of the prc~dem (1). Whle Index to x and p. We call C3) the derIvative array
zero and index one problems can be solved by of order m. and we denote the-solution set of'
the well-known methods like BOP or Runge- C3) by LUo) e CRsi'~ an, the projection, of
Iutta-. It Is difficult to solve higher-index LCm), onto the first component by HCTD C e 1.
problems numerically. For that reason several Let us assume now that there exists a
techniques for the reduction of higher-Index non-negative Integer I such that
OA~s to OA~s with a lover Index are discussed
in the literature C(112.M3.C4). However. C14 MCi) is a differentiable manifold.

mot f heetechniques Introduce additional Ca: for any x a Ci) there existsa
degrees of freedom during the reduction. This unique p d e1 with Cx.p) a LCi>.
results in certain Integral Invariants for
the reduced OAR which the numerical method
nmay not keep constant during integration. If such an Integer exists, then the smallest

In this paper we discuss a technique for integer, that satisfies the conditions Ci and
the reduction of higher-index problems to C2. is called the Ind of the problem (5).
OA~s of ind-x one that, do not introduce any Let, CR) be a OAR Of Index I. then the
additional degrees of freedom, integral condition C2 defines a, unique mapping
Invariants respectively. To distinguish vzHCi)-)IRn which is a vector field on Wi)'.
reduction techniques with this property from We call the manifold M.x MCI) the conrioura-
arbitrary reductions, We call them, as tion spac and 'the mapping v the correZ'
suggested in (2). Index transformations. ponding vector field of the problem Obvious-

ly, the solutions of the corresponding vector 41
field are identical with the solutions of the

a MA7HEMATICAL SACIGROENO given OAR. Thus, in this case, the well-known
existence and uniqueness results for vector

To sicplifiy the notations, we rewrite fields are applicable to OAEs 15).
ClD as a time-invariant DAE In several papers (1).M3. it IS assumed

that, the derivative arrayof order I can be
FCz.x.xl) *0 rewritten in the form

and consider DA~s of the type
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FCx.p) - 0. P d C4.13 7 -HCo

Fx - 0. Fz_"->Rm C4.23 where

with 
Ho

Ank! Fx.p32 -n denotes the tangent- spice of" )W1 at x (5).
an Let FCx3 be a projection onto HwxI. Ve

and replace now X' In C23 by PCx~x' and obtain
- .the new DE x.xx3-6.C0

ThsC4.23 yields the configuration space M ~.~~~--0 ?
of he robe= nd 4.3 cn b cosidredas This substitution makes sense because any

the implicit description of an ODE souto of CS) has 'to satisfy-

X'- gCX'). -g:> -S x*W <5 X TI4CI)'

which is called the M4r1d~Q_~ of "I& and thus
problem. _ Clearly. the restriction of the X,- xx-
mapping g to tile configuration space 34 Is
identical to-'the corresponding vector field Conequetly we can formulate the following
v. Thus the confiiguration space M4 is an
lvariant manif old of the underlying ODE C53. Th isaDE'oine on

and has exactly the same solutions as. the

3 H~given DAE C23 or Index I.

Fo te omuttina aalsi o hghr rof Let Z.CSO'. Him)' be the sets
inex obem co Ittionalsanass ofahigher associated with the derivative array of order

indx poblms t eem resonble to m corresponding to the DAE C73. TIhen, by
Integrate, the underlying ODE instead, definition of the DAE CM . we obtain that.
However. most. numerical methods do not keep
the configuration space 'H invariant during Cx.p) a LCD)"
the Integration. This results 'in the
well-known numerical drift-off. Therefore we Cx.z C x and Z - PCx~p C6)
derive lower Index formulations which
maintain the configuration space of the Hwvr eas 5
problem In this chapter. Hwvr eas 5

First we generalize an Index transfer- C~)eLi
mation technique which was proposed by GM ir r
In C32. Let us consider the formulation. C4) C~)oL~ n ~ ~)
of the derivative array C3) which Is an C~ aLO)adzaT~D

overdetermined system of equations. Then the
generalization of - the stabilization we rewrite the condition C83 to
tehilue as proposed by GEAR, results In
the DAE Cx.z), a LCIi and Z PCx.)p.

F'Cx.x'-D FCx)',D - 0 This Implies that

FZC X) - 0 3W1MQ)e - Mmi

where p a e and ? denotes the transposed d L n - LCO)' n fliO.)*
of a linear mapping. This DAE Is a DAE of
index a and has exactly the same solutions as which is equivalent to (S]
C21 with respect to the variable x. W C)
Furthermore. we have p - 0 for any solution LCI) -LI
of Ce).

In many cases it might be difficult or
evnImpossible to reformulate the derivative References

arroay C33 In the form CO). Ther,;fore we
propose here an index transformation (1) firenan. K.E... Campbell. S.L. I Patzold.
technique which does not require the L. R.: The Humerical Solution of Initial
formulation Wi. Value Problems in DAEs. Horth Holland

For any Cx.p) let, us conisir the linear Pubi. Co..* 1999
subspace (21 Eich. E.: FUhrer. C.,* Leirskuhier. B..

Reich. S.- Stabilization and Projection
Oocxp~t;F 0 x~p)Methods for Multibody Dynamics. Techn.

%CX~pD~F0 x~p)Un.'v. Helsinki. Report A 281. 1990
Hix.p); - ker 1. £3GIr. C.W£.: DiEs Index Transformations.ii j ~SIAM .3550. OC1999)l. pp. 39-47 Sina

Qix.p)D F ICx.p) (ii Rei ch. S.; on a Geometrical Interpreta-

Procsessing. OC190034. pp. 387-3M5
If dimtHCx.p)2 - const. for all Cx~p). then CS) Reich. S.: Existence and Uniqeness Re-
HCx.p) does not depend on the variable p and suits for DA~s, to be published in:
we have Lecture Hotes in Mathematics. eds.:

Marz. R.; Hanke. H.; ilriepentrog. E.
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COfl-GCB ACCESM.TIT0 PM Ta- BICIJUGAT-3 GADIE ITM D

'OL 0MAG BUM-BSIAy c
Dresden University of TechnolOgy = C

Deprtrent of "tb-stics Both equations can be collected together
Zelleseher Teog 12-14 as
D0z-8027 Dresden , Cci7anY 0 A

Abs-ract Solving large-scale linea- I ))
syste-s of- equations-by conjugate and solved by the above.=ethod with A, C

gradi nt (Co) or related methods requires
a good preconditioningof the original replaced by a
coefficient matrix to -obtain an I (C
approxinate solution in a reasonable the new C is again an approxination to
number of steps. in siny applications

1 
obtained fro an incoplete LU

(higher order difference schemes,

singularly perturbed problems) the factorization of A.

matrix is not sysmctric and the standard The resulting proceen computes iteratiey

CG oethad not applicable.
In this- case, the- so-called- biconjugate three sequeoces-of vectors

gradient method will be interpreted as Pk a

an ordinary CG method applied to an and according to
extended~systemnwith symmetric but
indefinite matrix. This idea can be- used
to derive other methods. X 1 , Y1 starting vectors, rl =b-Ax,

0l= c-A Ty1 , Pl
= C r

I , .ql 
C T s l

I. INTRODUCTION *k 1 1  Cr ,I qcXk +l , *kPk

Consider the linear system of equations

Ax = b () Yk+l 
= 
Ykd iCqk (4)

with syrmetric matrix-A. Let a (possibly rr+1= r k - 5(kAPk , Pk+l Crk+l kPk
indefinite) scalar product

(u,i) = uTCv 3k+1 = '
k - CATqk qk+l -CTsk+I+p

k qk

be defined by another symmetric manri C. with, T

Then the conjugate gradient method for a sk+lgrk+1

this system ith respect to this scalar =k qAp nd = .
product is given by skCr..

x1 starting vector , r 1 -b-Ax 1 , p1 =Cr1  This method- (with C=I) is known as the
1= biconjugato gradient (BOG) method. The

present approach now suggests to study
Xk+1 = Xk+ OkPk other choices in (2) for solving the same

r k+1 = rk- &kAPk system (3).
y I(2) II1. ANOTHER SPECIAL CASE OP METHOD (2)

P)+ 1 = Crk+1 + OkPk

with T T Again A in (2) is replaced by 12 AT in6 T k CA~ k "k+l1 k+1
-k a = • order to solve (3), but C is talen as
Mk k or p ]IhrPk . (P O F 0 w h re A , E P is an approx i-

The choice of C affects the convergence 
r ESTJ

rate of th6 method. It is most natural to mate factorization of A with easily
take as C an approximation to the inverse invertible factors E and F. In this case

A-
1 

by means of incomplete Cholesky the updating of xkykc,rks k proceeds as
factorization. in (4), but
The method terminates when r =0; then x=xk - 'T

k ktl + tip
is a solution of (1). However, it breaks n Pk+1+1 kk

down whenoever pko or rTCrko O. In this qan E-TE- , l1 + q
si,.tuetion the process is repeated with with 

3
kc+ k

another starting vector x1 . -k A '

II. THE BCG MIETHOD i P 2k
Assume now a system (1) with a not necessa- k i eTF-PTok + rkE TI

rily symaotria-matrix A together with the R TEREN k

tranpsed system R.Flotchor, Conjugate Gradient Methods for
Indofinite Systems, in: Loot.Notes in
Math. 506, Springer V. 1976, Pp.73-89.
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CIRCUIT MODELING, OF POWER ELECTRONICS

DEVICES

Henry GOidner Frank .Dahms-

Hochschule fOr Verkehrswesen Siemens-AG

Lehrstuhi Leistungselektronik Bereich Verkehrstechnik

Friedrich-List-Pletz 1 Werner-von-Sienensstrae 67

0-8010 Dresden W-8520 Erlangen

Germany Germany

Abstract - Accordingto the special feature sary which does not only reflect the system-

of power electronicssystems a simulation relevant properties but is also compatible

program has been developed and tested provid- with engineering aspects. In order to include

ing a separate modeling of the sub-components into modeling the interaction between the

on an interdisciplinary basis, switching behaviour, of the powerelectronics

devices (thyristor, transistor, GTO,
While the ac supply voltages (1). the power IGBT) and the actual system behaviour (load)

electronics circuit (2) and load (3) ara it is necessary to make use of the analytical

primarily described on a. network model- basis, methods designed for microelectronic circuits.

the modeling of control units (5) is made

with block-oriented functional modules,

whereas for modeling the gating circuit (4) 1I. HYBRID SYSTEM MODELING AND ANALYSIS

a control graph is used (Fig. 1).

In Fig. 1 the structure of a power electronics

The analySisprogrem is an integral pert of a system is shodwn.

design system equipped with a data base which

can be installed in UNIX compatible operating Electric circuits are usually designed on a

systems. Through its implementation in the network basis while control systems, owing

programming language-C the demandfor a good to their mainly functional aspects, are not

portability is fulfille'. As regards analytic. currently designed on the level of their

el results required for design purposes which olectrical networks.

are not directly computed, a postprocessor
with grapnic representation is provided. U l

.I , IN T R OD U C T ION . . ."_ I

The design of power electronics systems is an ft

iterative process in which the satisfaction i I 1 r
of the function, being on its turn determined

by the automation process aimed at, is linked -

with the requirement of harmonizing the per-
missible static and dynamic stress limits for

active and passive components. For design Fig. 1: Structure of a power electronics

evaluation purposes an analysis modal is neco system
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A. Model Properties For iteration-the.linesrized equation systems
ire repeatedly splved.

The network model of an electric dynamic

circuit is a mixture of algebraic and dif- An improved convergence behaviour of the

ferential equations. It is non-linear newton method with regard to the, switching
especially if continuous models for power point can be reached by means of a defect-
electronics devices are included. Moreover reducing embedding of the network equation
these models are responsible for the system.

rigidity of the differential- equations caused
by the dynamic components of the'model A special damping of the.Newton correction
(input/output behaviour), vector oakes sure that the order of the

iterated Loes not change if- the behaviour
The network equation system is set up on the of the function is very flat. The break-off
basis of the Kirchhoff laws. the current/volt- limit of the Newton iteration is adapted
age functions of the elementary networks and to the momentary order of the unknown in
circuit topology information according to the the equation system. To aintii t he
modified model approach. Owing to the pus- stability of BOF which is controllableowith
sibility that there is a choice of represent- regard to its steplengthand order, order-
ing the two-pole relations either in an admit- dependent boundaries of the steplengih-

tance or impedance form this hybrid network changing factor arenecessary.
description is especially suitable for

realizing a model of an 'ideal switch". Owing to the possibility of changing the

The differential equation system which can be order of integration formulas, the integ-

read from the block structures is treated ration method can be started by-itself, -nd

according to the Runge-Kutta method of the moreover there is also the possibility of
fourth order due to its nensitivity to suppressing the influence of the solutions

discontinuities in the behaviour of-the obtained before a switching point on the

system parameters. The block coaputation solutions ismediately after a switching

sequence is fined according to the signal process. For this purpose the trapezoid

direction by means of the tree sorting formula is combined with the A-stable

method. The causality inherent in the gating implicit Euler formula.

method of power electronics systems is noted

down in the form of state-event sequences. For event inclusion aothnds based on polynom

The interpretation of steady state graphs interpolations have been tested with a

in the case of changing states gives rise to view to convergence acceleration. The

a modification Of the steplength of inverse Hermitian interpolation is combined

Integration, with the Regula falsi to fulfil the
conditions made with regard to the derivation
values of the polynos. As the event includes

h. Numerical aspects an increment corresponding to the minimum
permissible steplength, it is necessary

Considering the special properties of the to change from the interpolation method to

algebro-differential oquation system (net- the robust interval halving method.

work) it is solved Step by stop by means of
the Newton-Raphson iteration. The enerpy

storage equations are discratized on a two-
terminal network by hDF (Backward Differ-
ntation Formulas) or alternatively by the

trapezoid formula,
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C. Results and Prospects

The results obtained 'from the-analysis

Aof-the mctor speed-control for a DCdrive

are shoin in fig. 2. As-csn'be'seen the

araturecircuit- of. he, CC-.driveis fed
,by a three-phse ful&l-wava bridge.

U. a*InI k -

T\~Th~/V7

Fig. 2: Results obtained from the analysis
of the motor speed control for

a DC drive

Besides tho design of refined valve models
future develupsents should aim at using
numerical optimization methods for design
purposes. The computation of the grudient of
objective functions is possible by means of
a sensitivity analysis which ii applicable
to the network model. The LU decomposition
of the Jacobi matrix during the Newton
iteration is the prerequisite for the
efficiency of this analysis which is made
simultaneously with the transient-analysis.
A t eah discratization point a linear

equaion SYoten has to be solved per design
paruseter.
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Numirical-solution of partial differential equations with a tie-dependent

region used In process'slulation an dekonstrated by means of epitaxy

Dirk Bothmann
University of Technology-Dresden
Institute of'Electrotechnics/Electronics
Mlomsenstr. 13, D-8027 Dresden, Germany

1. Introduction 
compounds diffuse with the flux

_> 0 . __>
The production of semiconductor structure- F - k.-(Pb,- D)-ex
a silicon wafer will be simulated by process
s- ulation. The redistribution of Impurities Before inserted in~the silicon lattIce, the

In the silicon wafer; called dopant diffu- dopants are stored in the adsorbed layer on

sion, and changes in the structure of various the silicon surface. For the stream F
S  

of

layers, called structuring processes, are impurities from-theogas layer built' in *the

most Important during production. adsorbed layer a stationary flow is assured,

In this case, a silicon wafer'is considered, namely
with epitaxy being regarded as a special
step. This production step is done in a reac- -> ->
tor, in 'hlch the silicon wafer is placed and FS(r)-n - FS(.) - kF'(PC - Coir/kp) -

a gas stream transports both, silicon com- The ma'ssbalance for the stagnant gas layer
pounds and dopants. In this process cristal- has obtained a steady state; this yields
line silicon is deposited, so that the sub-
ctrat region for'dopant diffusion changes in
time. There ig also a impurity redistribution 'Y F ( ,r) dr
in the wafer by diffusion due to the high all z S

temperature, which is coupled with a dopant 'OF
flow through the silicon/gas surface because

of the dopants in the reactor gas. The pro- In addition to /1/ a locally varied insertion

sent paper discusseosa programme system simu- flux into the adsorbed layer is assumed.

lating epitaxy in a two-dimensional case (as Now, these equations can be used to obtain

well as other technological~steps) in the

conte t of changing layers and diffusion, r cOF(rO . k f

including modelling of the boundary condi- F (r R " - _'. _

tions. S 0 of I toR L'pyali

2. Tiie-dependent variati n of regions in r r

opttaxy 
'1CoFlro)-CoF(r dbj

The 2D process simulation is effected In with

arbitrarily polygonal-bounded and single-
connected regions. The discretization of the yall/bkm-kf.

boundaries by polygons corresponds to a given kmf I ya
1 1
/b-Lm ' kf

accuracy (in general in a not-equidistant

way), which enables an effecient description This is the now boundary condition, which is

of corplex regions. used in the algorithm.
In epitaxy the time-dependent variation of
the region is done by'a string algorithm. 4. Algorithms for the solution of the impuri-

Discretilation of the boundary is refined and ty diffusion problem
a velocity is computedfor each discrotiza-

tion point. For epitaiy, the direction of For the simulation of opitaty, the algorithm

velocity is given by the outward normal and in figure 5 is used. The variation of the

the value of 'elocity depends on the process rugion is done according to paragraph 2. In

parameters. In consideration of a time step- the next 3 steps of this algorithm (as Well

si=c a displacemenc vector is given in each as in other process steps in DUPSIN /2/)v for

discrotization point and thus provisional new space dlocretization the cell method and for

boundaries. This is followed by an algorithm time dizcretication the implicit Culer method

for loop elimination. Also the discrotization are used.

of thu new boundaries is adopted to the given For epitaxy, the time-dependent region has to

accuracy (s. picture 1). be taken into conslderatien. The concentra-

tion of dopants from one time step to ano-

3. Diffusion equation for impurities in epi- thur is corputed in asbuming the condition

taxy that no dopands are lost. The formula is

For the technological stop of epitaxy the N
n 

Cn
diffusion equation hao to be solved as a j'l j V 01 l

prabolic differential equation. Hero only Ci
I

the boundary cobdition of the silicon/gas

surface in opitaxy are considered (s. figure
2). where Ck is the concentration, Vk the volume

The main gas stream of an apitaxiai reactor of the cell, N the number of all disiretiza-

transports silicon and dopant compounds. tion points and n and (n+l) are two time-

Between main gas stream and the wafer there steps. For discretization points according to

i a stagnant gas layer in which the above silicon surface, it is corrected by
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because of storage of dopands inthe absorp-
tion lay'er. 'li~ coparisonto' diff usion i imcnto
tiae-dependent-regions, the volume increased
byV iad IS used for thecplVi.V:"

5. Example for epitaxy simulation variation of region'

The applicatin-of the epitaxy-modcl-will be ,
shown by means of the example of a lo. resi- discretlzation or
stance-buried region,'"ith the simple silicon thenewwafer being -the b~azis. It i-, structured by

I  

th n 
r e g

i
o
n

lithography" in such,-a way that the- silicon is +
etched and antimony.is implantdd on the T
right hand side (figure 4). The, 'all layers dopent conser aelve-
on- silicon are removed and an inert diffusionInterpolation

is effected.The silicon will be deposited in the epitaxy S
step within time 5.0min, of a velocity
0.4yo/min and a temperature 1150!C. Phos-

phorus from the gas stream is built in. Figu- diffusion equation
re 5 shows'thu result of this step. The anti-
cony profile on the left-hand side is caused
by -lateral autodoping. The vertical autodo-"
ping results in 4 greater slope of profile in Figure 3: algorithm for epitaxy simulation
the epitaxy-layer than in-the substrat.
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11 Bounds for the solution of a system of parabolic
equations arising in circuit theory,

PFEXKA Njimr ktttvit CORNEIu.A. NIARINOV'

Deprtof-Matheesatics Depart. of Mathemnitics
University of Jyv.:slSF Unieesity~of Jyv~skyl3
Seminaaiinkatu 15 Semirainlostu i5
40100 Jyviislyli,'Finland 40100 Jyraiskylii, Finland

Absitracf. WVhen one stude the infirenee of interconnections
on the delay tine of-hift integrated, circuits, a system of 2.-RquLTs
parabolic equations coupled byboundary conditions appears.
Lower and ulipei'bouidsfoi the soliltion are iniferred and vee. ot-us denote for-each z = 1,2,.. ,n, by a. the solution in
ifled by nimerieal integration. 10, x/2) of the equation

I.-INTRDMoOerrz a.tan a, =d ajG-.i1+G-,,;G, G,20
Let us consider a , mixed typc circuit (see Fig. 1). 2h.

Ave set

cz,0 20,() =cosd' 2"aifor z E [0, dj and Aj.= 4--r.L+b..

,,,is) ~(i.*l ,.(i) ~Also, for eicry. i = 1,2,.s, denote by 0 t66 solution in

R-i-v coultip-l' [0,rr/2) of the equation /1, tangi, = ~.Min(Fu~ o

Z~G,,k) and let/P = muin(#,, i = 1,2,.is ) and - =

Fig. 1. The network under study 11100(4-y + -, 1,2_.n). Also, TI,(z) dos ,
+ 0d'

Now we Ire ready to formulate the result.
It consists of ni rcg-transosission lines connected to a 2n-

resistise port. The lines are described by one-dimensional tele. Iosi1
9r pl equations and the multiport is modelled by the muatrixe Et usassume that the following hold.

G.hsorear supposed to be switched offalt the monment
0.These lead to the following mathemsticall model, (see 1. a, > 0, b, 0, h. > 0 for all: = 12..

[3-51): 2. G., 50 for alltj =1, 2,..,2n, &?6
-a system oif linear parabolic equations (ui is the voltage along 2.
the i-tb line): zG,0oal~l2 2a

Os, 
j.1

Olt(1)'i 3. %0e(z) :0forxre 0,dj and4 ,2,...,n i.

Q:0, zE (0,d,), i= 1,2.is . Thein. if u = (ul. . ,,) is the solution of (1)+(2)+(3) with

a systKe
m 

of bondary conditions coupling the above equs. u. C C(10,7'I x [0,dI) ad 4, 1, 0 C((0,T) x (0,d,)), we

I .. h.0 IQ~ 1) rr(di) Iu,(Ia) : c-" /,(r) min<

h,~.~r J u(o) (2) mi ,la)sc'''.() a=G I
the initial condlitions, 53

a,(0.r) ~ a,() E [0,dj, I = 1,2,...,ni (3)

This Kind of problem appearo wheii we study thie influence
4 of interconncction wires to (te performances of a MOS inte-

frated chip, especially from "the delay-time" point of view 3. SKETCHt OF PROOF'
1,21 Till now a,. have olitaod results concerning the exis- Thproisbedn emamupicplfrprblc

leave and uniqueiiess of this problem [3,4,71, as well as evalus- Tepofibadonthe proexatumprinciple for aallc t,
t'onsof tlie decay Of the solution [5,61 even for certain nonlinear operators, thle first step being t rv htu(~)~0frali

C iPwe ore interested again in asymaptotic behasiour pee- faLtudetes=inu(f) IE02' E[,d,=

dicting, giving upper bouisleof each component of the solutionadsups n< fz =0 rn

glob' 10al bound as till nsow) but also lower ounds of ex- Odd iows of (2) we easily obtain hp LQ 0) 5 0 contradicting

Isoential type. a Known result (8, Cli 3,Th,41. The same happens if we suppose
'05 ~ ~ ~ ~ ~ ~ ~ ~ X =e~ ldOeii ftivrt ,, Then the maximum principle give in - uPA0,t)

I ttihneual lmluato of Iiari~t,720t liaibi,ei, ltoiani, from where we obtain the desired positivity,
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To obtai the positive lower bound we chanige the junctions t 2 ~Spepoict- 15 6(21/21) MRE

u,(tx) =r.Qx~c~ fi(z), and for the system with vi as tao,,
unknowns apply again the above reasoning, finding v,(t,z) - upper b-
miiio.<r v.(O,x) from where we have the losser bound. With 065
the change %,Qiz) o.txi 7''()w obtain by'animjlo S 02
method vti,) 5 niaXOce,. v,(0,x) from where we densec the on006 -1,80705

upper hound -o amw-
1. 076045

4. NUMEfiICAL- EXAMPLEt- u a'0
0 6

4 In order to verify hiow far are these bounds tolthe exa-t os- o 10 Ar3040 !z
hition we have computed inumerically masny typical examples thl 15 ( 50 40 0
frosm MOS interconne~tions.. Wc-haie used a'-finite elementthes
discretization in space combinmed to a read)-made subroutine
from NAG library (residuial Oiluatiornsimethod) fur tinme iitZ - Figure 6 .s1 (f,di)
gratiou.

Let us consider the tree-type network from Fig. 2

R, L, Ri. 5. CONCLUD -ING REMARKS_ T 'If in assumption.2. \Ne take Z'i 1G,> 0 for~all-i

RZ1,1_,.2n, then all. the components are globally exponential
r i I - asyniptotica 11ystabl~ even for the case b, =s 0'lf Z"' C., = o

T ~for at least one i =1, 2_. 2n, and for the sameit %%ehave b, = 0,
R. L, R then -y =s 0 and we obtain on!?y constant upper bounds of all

components. Ftonsthis point of view, the lower hounds seem to

RZ he better. Indeed, if for a reitain iwe hive max[(Gs~i,sti +

G2.-1.2,), (G2, 2. + G2,..I)) = 0 and b. = 0 then we obtain a
time-.constant lower hound for mat, while the other components
may have expohential lower hounds. Tlhe mbst numerical ex-
amples seem to show also that the lower hound is tighter, hut

Figure 2. An example oter examples have given an opposite result. Anyway, the

houds re ufiri~tlytigt to he'usefull for designers if we

Tevalues of parametems are: a, p = 1/1,b 1/100, a 1, take into account their " oal" feature and their easy compu-

's2= 1110, hi = h = 1, d, -a d2 = , forle lines and tain

Rx 1, Rs = 10 for the lumped part. From here we derive REPERENCEs
the G matrix: Gii =o G3 = 1, G22 = 32/120, G4 4 = 23/120,

G2, G42 = -1/12, the remaining elements heing zero, Ill J.11tbton, P.Peefiedt, Jr. sod MA. 11itoroz, Siina del~in
The numerically computed comp~nenis of the souinare ROfe iao.. EEThnCwptrAd DmouytS

show in igs.3 an 4.CAD.2, 202-211.
Lone"Q (2) JIL. Wyatt, Jr., Signs! deti ci h efoo b ~o, IEEE Trno,

C 198a.,Ma So CAS.32, 507425.
(21 CA. N.,in.'o ..nd P. Neittit~nili, A theaory of lactIns cirai

WhtF 4i- lyaaot eo.padWMntnir iiaures De0s i9-1 preditng,

IEEE U.ans. Cire. Sysi. Pebmnay tOSS CAS.35, 173-183.
(4) C A. Matison' and A. Lohions, 5,4itipg cti,iat -uth dialriuted

owi Nnmped pacra-Ws, IEEE fti Ois.Cre. Syst. CAS-36 (Aug

7 _ tos), I080.10$6
11CA. Marinov -nd 1'. Ntittikiaa , Glosal dali5 time foa gan-of

A5O 05wigrnad crcwu.ia lot J Cowp Maib, Eltncal Eteeiroas
Ene..CONIPEL8,J-n, 100,a17-37.

F~guo3 I~fX) Fgur 4.saifX) 9,0 foe zi "oroz'li pNothn oing im areit itroy,, Zeisnebraft
Me, Asrinnsrsit i -ad MaetsodtZANM 70 (Asg. 1990),

The Figs. 5 and 6 present lthe solutions at the right hand 2iJ14-217.
end of the hunes together with their hounds. G. Nforoao, C A Idnnov and P Stiiaocti Wi-poaed non-

tine-I Spaepoit. I0555(2/52) UAKR 'ii "'Pmotiann in intryosio dCiwi rnradelhiii to *apra in Cuec
o-sotIoun Sy~t S'gnid Prot.

R& tower bounde { lPAntid nll rasg Mausnom piiooin d iffer
SuerbossiP -VSpagr.&g N.Y., tO8t,

I? 03066

8i 1 71 5,

U. 0.777
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'A fixed. domain-approach in.an optimal
shape design pi-oblem

D. TIBA P NETTAANMAKI and R. MAKINlEN
-inst. ofMath.,-Romanian-Academy- Departmentof Mathematics

oeSciences, Bucuresti79622, ROMANIA University.of Jyviiskylii,
and'INRlA 78153, Le ChesnayCedex PL 35, SF-40351 yv skyll.
FRANCE FINLAND

Abstract. A fixed domain.approach is pre- p -> 0in-l;p =0 n-d8ft and p <0 in D \7.
sentedfor solving-joptimal- shape design prob- Then the Heavisidemapping'H : R -R
lems. In the proposed method' the original op-

* timal-shape designproblem is convertedton H(p)= 1, p> 0,
control problem:settled in a fixed domain. The .P < 0,
method is denionstrated in solving an optimal'
shape desighi problem arising from transmission is the characteristic function of ? in D.problens tRhelt chrctrstc nuuerican test ?7d inD.
problems. Results of numerical tests are presen. In the sequel, we shall apply this approach to
ted.
-keywords. Optimal shape design, control ap. a model problem discussedby, Ca (2] and Piron-
- r pd neau [5, Ch. 8]., In section 2, we perform a brief
proacht theoretical analysis of the proposed method and

some numerical results are given in section 3.
1. INTRODUCTION

2. THE MAIN RESULTS
The standard way to solve optimal shape de.

sign problems numerically is the boundary vari. We study the following optimization problem
ation method. In that method the unknown
boundary is parametrized using, a set of design minimize [In - Yd2 dx (P)
parameters 14], (5]. OCDJB

Here, we discuss another approach suggested
by recent controllability.type results for elliptic subject to the transmission problem
systems'(1], [6], (7]. -t may bemainlycom-
pared with the method of mapping or with.the -a, Ay, + aoy = f in fl,
fictitious domain method (3]. In the method of -a 2 Ay2 + aoy2 = f in D \U,
mapping the problem is converted to a control Oyl = y2 in 0s\(0 n OD),(T)
problem in a fixed domain and control in coeffi. a, = a2

cients whereas in fictitious domain method the

controlis on-the right-hand side. Y1 = Y2 in 0f\(OfhnOD),
We, shall convert the problem to -a control iyi =0 in OD, i =1,2.

problem in a fixed domain, with control-in the OD

coefficient. 1lowever, unlike in the method of
mapping or fictitious domain method, the topol- Above a0 , a, a12 are positive constants, - de-
ogy of the variable domains is not given a priori. ori Or bsicide isa smpl ofe: f is notes the exterior normal derivative to 0, o D,

Our basic idea is a simple one: if S1 is a reg- Yd E L2 (E), f E L2(0),ular subdomain of a fixed domain D, then it is E C D is a fixed measurable subset and yn Epossible to find some mapping p : D -4 R (by HI(fl) is given by
an exact controllability-type argument [7]) such
that { YI(x) in f, (2.1)

*Research supported by the Academy of Finland. yP(X) = in D 2.
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1 If Xis the, haracteristic~function of Ql in D, condition oin' p, lp&)J 5 1, due to-ihe relation-
the te aratin afomulation ofithe-problem. ship'between p anhd fl. But, this does not imply

(T) is giveniby existencd sinfe thiweaklimit in L 0 (D), of a

+ 021 - ~i p0 .Vw+essajily a haracteristicfunftion.
](faij 2k - ]Vr W

ID (2.2) We- denote [y6, pJ an 6-optimal, pair of- the
aoynw - w) dx =0 V w 1(D) problezh.(P'), 6 > 0,,thatlis:

-and, in [5], it-is~nalysed'the case When J f, pe) 5 inf(PC,) +6, (2.6)

~ 1VxED)where

(2.3) J.(Y,.;P, - d 2d
i is the control parameter. As the form of the

constraint (2.3) makes the problem difficult to and
handle we replace (2.2) by

([iip)+ a2(1 -He(Pi)))VY'VW

fDa,~p + a2(1 - 11(p))] Vp0 Vw + aepeW -fw) dX = 0, Vw (E HI(D) .
I +aeynw-fw)dx=0, VtvGH'(D).(27

(2.4) PROPOSITION 2.,4. Fore - 0, w~e have ye~
We approximate (2.4) by strongly in 2(-D) and weakly in -H1(D) on a

subsequence, such that

[((sn~p -- ~(1- e~))Vy (v2.5)/j dx :5 inf(P) + 6 (2.8)

+ aew -fw)dx 0,Vw H1 p),In order to sA)ve the problem (P,) by a gradient-

where H, is the Yosida approximation of the type method, we discuss the adjoint system. Let
maximal monotone extension of 11 i n R x R. 0,e: LD)0-D L2(D) be the approximate state

THEOEM .2. et ~ E e te unque mapping p -*y defined by-(2.5) (we restrict p

solution of ('2.5). Then y,(D to be in Lo(Dghere)
ff I(D), when e -0. -posrnlin PROPOSITION 2.6. 0, is aGateaux differentiable

mapping and VO,(p)v = r satisfies
We approximate the problem (P), (T) by the J -e)~pvy w

folowig iniizej p -ydl d, (s) (aflf(p) +,a2(l1 l (P))) Vr . Vw (2.9)

minmiz JEly yd' d, (I) + aorw dx =0 V w E I1 (D),
subject to any measurable p and y E 111(D) whr ep)eI'1 n vi rirr

givenby (.5).fixed in LOO(D). Moreover r- z I(D).
REMARK 2.3. Generally, in the absence of some
compactness assumption on the class of subdo. 3. NuMERICAL.EXAMPLES
mains fQ (or instance e-cone property, Piron. In this section we choose D = E =(0, 1) X
neau [5, Oh.3]), one may not obtain the exis- (0,1), al, 10,a2 = ae = land f -A +2A
tence of asolution for the problem (P), (T). The The Heaviside mapping is approximated by
same is valid for the problem (P,) since there are j eCp/e p>
no coercivity conditions on the control paramn. J)p =: 0 31
eter p. Obviously, one may ask a boundedness X (p) 1 p3.10
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The regularized state problem (2.5) is discretized-by the finulte'eleme ntlmethod.. 'Thecontrol pa-
~ranatir~pi in(Pj):s talceq to he piecewis cn
sta.

In the numerical solution~wd have us~ed agjra-
idien ,mthe 'NA -sur miie Li- , D\f

brary. In computations _ tlcostfuiictI6r was
scaled, with a factor 6S.5'x iOs and ih e regular-
ization paramfeter e'- =.j110. was- used. As the
discrete- contol parameter p'is piecewise con-
stant, nodal averaging of it was done for plotting
purposes.

Example 3.1. Let yid be the solution of the Figure 3.1
transmission problem in the geometry shown ing
Figure 3.1. Two runs with 100 and 900 finite
elenien6,swere done. In both cases initial guess
p = 0 was used. The results are shown-in Table
3.1 and Figures 3.2-3.3 (contour p = 0). 'In both
cases the global optimums were clearly found.

EVern. In.- cost jFi'nal coit Iti. ' CPU-s.
100 23.1 1.41 x 10- 15 ' 29
900 24.9 1.11 x 10- 23 395

Table 3.1
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An Accuraje-and-Efficient Delay Tune Modelling and
its Application t&f CMOS Data Path Evaluation and

Transistor Sizing

D. AbVERGNE, N. AzEMR, D. DESCHACH1, M.ROBkKr'

Universirdc Morrtpellicr HI: Laboratoiie d'Autornatque et de Mticriodlecironique de
Montpellier' (UA D03710 CNRS)

Pl. E. Bataillon, 34095 MON 1?L.7LIER Cedex 5, FRANCE (Telex: 490944F)

Abse=c-lIn this paper we show how a simplified model IL DELAYMODELLING
of CMOS strucue switching conditions can be used to

obtrcxp~crdelyfomlatonswrtcleaevrreneof Great efforts have been made to develop a fast aid
relevant parameters. Applications to ii. da pathiganlss1.1.Smlfe Rmdl 6

hav. utilnow ben imied -ounidirectional strnctures
evaluation and to tie definition of a local strategy forno.beliid
transistor sizing are given as necessary facilities for a cel wi a low degree of accuracy in treating transistor serial

syndicizer.arrayrs. Coinmonalemative has been to use dela table
representation [3] and polynomial decomposition 171
which, as technology de ,enrtsofutions -are limited to
standard unit evaluation allowing die propagation or

1. INTODUCTON -wors or best case delays. Moreover, without explicit
evidenice of die physical parameters, these models can

lftop down techniques alow to controldihecomplexity 6ily be used to develop tools for the verification of delay
found in digital circuit designs, physical issues such as speeifications and donot allowdihedefinition ofsizing and
layout style, transistor size, wiring and timing are too optimization criteria.

* iuchimportantfortliequality ofdietesultingdesignto be By dividing die data path into unidirectional clement
* ignored until the last implementation step. As part of die (including transmission gates associated to their power

design automation -project conducted in the source), it appeared possible [8,?], from tire physical
Mireecrnc Department (LAMNI) of Monrpellier, modeling of- the individual transistor's switchinig

weaedeveloping atechnology independent celoperations, to obtain a real delay evaluation of ANDORI
syrithetizer with automatic performance evaluation from a linear combination of die driving (i-I) and thc
facilities 1)]. controlled (J) structure's ste p responses, as follows:

Efficient structural synthesis demands die use ofprior rt/. ( i) Astructural criteria as an effective initial solution to layout I+
implementation arid to evaluatepropagation delays across()
data pathas, whilst raking into account device sizes,
process parameters. layput parasities, input wavcfonn B~ (i =-I+11

from drivirngcells and active and wiringoutput loading. In I +a. .
order to do this, simplified delay models with clear wrr: -A r ierzto ofiins
evidence of structural, technological and environmental w I icnipurlpeoretn aco 11
parameters must be Idefined at the transistor level. - ot tis aie all aorend fasscptsor01

'Me aim oftris paper is topresent an acurate analytial of general ANDORI, evaluated for an evolution of tile
model for the propagation delay of CMOS gates and its output voltage from the static level to Vccfl 191

A use in the cell synthetizer for speed perfonrance These step responses can be obtained directly frm the
evaluation and transistor sizing. mean charge transfer, evaluated across tile rode uinter
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consideration and produced~by the imbalance current. Ill. APPMMONTO*~ CMOS DATA PATH EvALuA11o!4
deveope in he elltindr ealuaion asfolws -iTe use of these expressions to evaluate delays across

____ =ax=ou dat xahs his reistlted in values which are very
2 C,(j close -to thos obtained by electrical simulations

(discrepancies of less than 10 %) [9,7,10]. These
(2) equations have been integrated into a timing predictor

C. (PATTI RUNNER [111), allowing afast and accurate post
pr',2 C, (1) layout- evaluation of the speed performances of

synthetized cells. Figure-la and lb summarize thCspccd
for an inverter made up ofN (C,,) and P(Cp) trasistors and! accuracy pe~fornan 'ces obtainxd by characterizing a
loaded by a capacitance CtL, where: 2Arnt CM10S library.

2COX W,0 ji 2  
Sc(c-

X., Cox n 2, (YcV) VCC2 
+ V - tV~ (3) tatic myi

30 (0

is the clementa-y fail timne characteristic of the technology
and:

fji=finVyuj,+ Reff CLo (2n1+.) . a (4) '0 ~ 0

1000 O3000 4000

represents the step response of an inverter loaded by a CP U... of
serial array of transistors (17% ~,.I .syt

This expression has been obtained while considering that
during the switching process theTG are working in linear
mode and can be modelled by a resistance, Rcff and a
capacitanceCo. As given inecqu.2. t~,vrepresents the step Nb. of NOS

responses of the driving inveoterloaded by the completec b/ 17 00~ 00

array equivalent load, CL~nCo. The second term ofequ. 4- --

represents the propagation delay on the array, of-the PERFORMANCIES rACCURACY

charge variation imposed by the sourcing device. *" ,,CovrrnoPATH-RUNNERI/5tCE

Equ.l and 4 can easily be used to express the real,
responses of general ANDORI as the product of3 terms:

-a temporal sealing factor T,,, characteristic
of tlte technology,

- a structural factor( CN, Cp, n)characteristic * * ~ tet

of the switching network, FTJLE 4 M 1

- an environmental factor including the Elict...1.I Illustration of the characteristics of tle
loading factor, ( generalized fallout term ) specifying tle PATH-RUNNER timing evaluator:

totl ativ an paasiic strctual nd nteconecton) a) speed performances are evaluated on SUN 3/60(1.5NMIPS),tota aciveand araiti (sructralandinteconecton) b) delay values evaluated on different data paths are Compared
load, and tile controlling device. to values obtained from SPICE simulations j
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'IV. AppLICA'm TRANSISTOR SOZNG V. CoNcLusIONAND FiJ'URE'DEVLOPMENTS

Written in reduced form with respect -to a cptanc We have presented a physical modelization of delays on
A used, as a 'reference, equation 4 gives -direc CMOS smiuctities. allowing the fast and accurate

information about the relative delay cost of structural and ev~atlof of delays and the definition of efficient sizing
loading choices, thus allowing the definition of explicit _as'hs eut aebe ple oaelyteie
sizing lawvs, - fratomai astor sizing and, evaluation of

pibqrnan ces. -The 'parametrization of Ia layout induced

For example, the sizing of an irregular inverter array is parasitic associated -to structural' choices is under
diretlyobtine frm te sluton f:'developmnent~as an efficient Way to -drive- structural

-sytess.

X~d) I+l+)'XN(i) (5) REFERENcES
lip XN (i-l1) XM ()
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.Qnstrained Approx atioirbf Dominanit Time'Cbnstant(s) -in- RC, Circuit
- Delay Models*

Nandta Golial,CtiftisI.-Ratzilaf, and Lawrence t. Pillage
Department 6f~le~tricaI & Computer Eniginieering

The University of Texas at Austin
Austin, Texas 78712-

1' Intr64uction 2- Background.
Linear ktOci rcuits,-particularlyRC trees, hav'e been vcry A-brief, description-of -AWEzis provided below. -For-a
popular for modeling the inal propojti~in and delay complete discussion, the reader isreferred to [8, 9].
in digital integrated circuits. A linear It~tree is a rca- The mathematical developrmit of AWE is based on
sonable,'ibdel of-the pisical.intercoiniect, of. anl inte- the differential state equations for a lumped,- linear, time-
grated circuit. MWreimportaintlj, the RtO tree response invariant circuit:
waveforms aie guarainteed mionotone snd therefore can -A - + B il,(I
be analyzed with extreme efficien~y-in~ter ms of the first()
moiient of the impulse response, also kioan a~ jhe El- where i is the ii-dimensional state vector and il is the mn-
more deay (4 One can comipuite'th 0Einoe delay' for dinmensional excitation vector. For the investigation of
ais-EC tree withpathtiaiin!g, in linear time. Tflis effi- delay m~driser-tiine effects, a step excitation is adequate
ciently provides'a'dinlai time coii~nt, or fii~st-orrler and assumied. For this excitation, (1) has tile homloge-
wveformn approxirmition f6r tile ItO trecre~ponise. Fur- neous solution
thcrrnote; best/w~rst csaib bouiids ian ble obtained withl X = A - ih (2)
equal efficiency (12). Re&tly, with -iiiultiteyei, imubmi-
cron interconnects; -mo'e-keneralized RCO 8iuit6 have wihtentaloidin
been used to model eii-chip aigiial propogation. hei()=s--A

1  
3 4()

effects of dominant zeio~i and nion-monotonle wasipc
behavior require the use of higher-order approximations Wvhere is is the initial- state at time zero Taking the
([3,9]. Laplace transform of (2) yields

Asymptotic Waveformn Evaluationi (AWE) (9], an nth- hs=(l-A)' i(. (4
-j order extension of'the -Elmoie apprnximnation.for RtCXa)=(s-Ai.aO. (4

trees, is one such higher-order approximation for RLC The MlacLaurin series expansion of (4) is
circuits. AWE perfirma model-order reduction by a mo-
ment matching technique recognized to be a form of par. Xh(s) = A-'(I + A-s + A-s

2
... )Eh(O), (5)

tial Pade' approximation [6]. Z1o obtain a qfh order, i.e., a
q time constant; approximation, 2q moments drawn from From (5), the initial conditions and first 2q-1 time mio-
the actual cici n h model are matched. Moment- inrnts of the t~h component of Xh(s) are characterized
matching rmethods, however, are prone to yielding unsta. a
ble models of stable systems (2). To avoid unstable ap-
proixiatisn, it is suggested that higher-order approxi- 01-0i = (-4a(O))1

mations be tried [2], Unfortunately, due to finite macline (m 0 1 = (-A-'ihO
preiii6n,, jositive time constAnts are even more likely at
higher orders. Thi paper proposes a constrained opti--2l
mization for mapping moments to stable dominant time M21-2, = (-A-2 ' ~O) (6)
conutants in AWE foe RCO interconnect models.

Section 2 briefly reviews the developinent of thie equs- where thme initial conditions arc represented as thme nega-
tions~ in AWE that form the objective functioiis in this tive first mnoment, For RCO intercoinects, these moments
work. The proposed optimization scherme -is described iii are computed efficiently using a path tracinig technique
in section 3, followed by somse results in section 4 and described in [l1I), of which this work is a psart
concluding remarks in section 5. The reduced-order model has the form

'This work was sppoeeIed part by ihe National Scene Few,- L- 71r
* dation NIP-e07917 and the Semiconaducior Reerch Corperation Xs)=- - (7)

uader contract #M0-P.142.-m
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where n and ki represent the dominant time constants the time constants. lowever, rather than obtain an ex-
and corresponding residues respectively, and q repiesents act solution, the gradient information is used to descend
theorder o the reduced model. It now remains to solve to 'ane -xtrema-a point, inthis case, a minima. This was
fo r th time6nstants and iesidus by matching the 'encouraged by thesvailability of a good initial guess ob-
ni6meiits from (6) tothose 6f (7) . ' tained.by the direct, mapping described- ini[]. When

Expanding each of the terms in (7) into a series about the approach in (8] yields positive time constants,' the re-
the origin, and uponjinclusion of initial conditions, the imaining time constants have been seen'to lie very close to
following set of iionlinear s iziultaneois equations for the- the coriecti olutioi. A rea.onibly good initial estimate
i"'. state variable is obtained.- is thus obtained from the stable time constants and the

negative of the erranttime c6nstant(s).
01 +I2 -+ kG), = I Giadient'infbrmation-inlhe fori-of the Jacobian

-(k, 1-+ k 2r2 + . + k -rq), = (fiio), matrik can-besimjlly cdmputed-as illustrated below.
'Rewritifig the system of eqiiitions'to be:hsininilied (10)

-(kis "
f + .+ k 1 4i') = ( 2 -2)1 (8), f(i) = V. A-. - -iiih (12)

These equations can be expressed in matrix form as an expression for the Jacobian matrix is derived as.

= -v'. (9) 8o) O( V.A-e) -Pv) _(VA ) . i- (13)
V -S. - 1,. n' =(10) A-', -- , , (13)

where i- represents the low-order moments (-1, 0, . wr -. This requires the evaluation of the
q-2), iih represents the high-order moments (q-1, , where :: i ' -
2q-2), A- 1 is a diagonal matrix of the time constants, partial derivatives of only the Vandermonde and the di-
and V is the well-known Vandermonde matrix, agonal ma ix, both of which yield sparse and extremely

Attempts to directly solve the nonlinear equations predictable derivatives.
(9) and (10) to obtain the requi;d time constants and With anoptimal set of time constants in the left-half
residues as described m.[8] or by using unconstrained plane that minimize (12), it now remains to determine
methods such as-Newton-Raphson iteration may lead to the corresponding residues in the model (7). While (9)
the problem mentioned earlier, i.e., untable'models of provides a simple and straightforward solution, it uses
stable systems. In this work, a constrained, optimal so- only the lower-order moments. To further decrease the
lution is sought that restricts the tiinecouistants obtained errors incurred in constraining the time constants, the
to the left half plane. overdeternined system (8) that matches all the 2q mo.

meits is used to obtain a best fit estimate using a least-
3 Development squares approach,
A two step optimiization scheme is proposed to fit the Rewriting (8) in matrix form yields
moments in (7) to those in (6): (i) a constrained opti-
miration to obtain the stable time constants that best L - = , (14)
satisfy (10), and (ii) a least-squares fit of the overdeter-
mined system in (9) using the time constants obtained where L is the (grn) matrix
earlier. (This would take into account the presence of
round-off errors in the moment values and find a best I 1 1 . "fit.)[ 71 7 , .

As derived in AWE, (10) is a nonlinear system of the I ]
time constants rj only and can be solved independently
of(0). To eniure that the reduced-order model (7) issta- 

'
2

hIe for a given stable system, in this ease,-afi RC tree, it
would require that the time constants be negative. This Frm [5), the required least-squares estimate is
constraint can he incorporated in a simple minanner, with-
out significant complication of the equations in (10), by k = -(LT - L)-i - L?' . 

i7 (15)
a transformation of variables [1), that tranform the con-
strained system into an unconstrained one. The error in the model, defined as the amount of mis-

match in (8) is now defined as the norm of the vector

The resulting equations in xi can now be optimized using F'= Y-5 - L . k (16)
more powerful unconstrained schemes.

In this work, a gradient destent scheme, based on the This completes the constrained mapping of the moments
nonlinear Newton-Raphson iteration, is used to obtain to a pole-residue representation.
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'A -further, enhancement would be to use a weighte
Iet- uares scheme in" the~ secohid stage 6f the optimiza-
it~ ensure tliaVilee0ii of the residues, mn~j, hence

thie iteidy-state reiponsiei~ nist accui~te. lIn this case, 0.9
the estimate is givecnbby

0.8
(]LT.W L) I.T -W -ff (17) 0.7

where W is a suitable weighting matrix. 0.6 PPIEConiditioning of matrices is hnldby employing fre- volts 0 5 'S1E
quency scaling [8)] atid use of the singular value decom- 0. lOret)

poiin(SVD) tocompute the least-squares fit [7j. fIn
this case, 03

where1er U-(diag(uwj)].V represents the SVD ofL. 0. 1

4 Iftplementation and Results 0 5 10 15 20 25 30 35 40 45 50
As mentioned earlier, calculation of circuit moments for time (ns)
RC interconnects is done very efficiently using a path-
tracing technique in 111]. An initial estimation of pole(s) Figure 1. Step response at node 1000 of a 4000 node RC
and, residue(s) is accomplished using the approach de- interconnect model
scribed in (9). The optimization routines are invoked
upon the occurance of a positive pole(s).

For a 4000 node ID circuit, an unconstrained third. References
order approximation of the unit step response at-node III M.1. Box, Aomparion ofseveral curent optimization meth-
1000 yielded the unstable model (normalized to nanoec- odsi, and tlhs use or transformastions in constrained problems.
onds): Conq. J., 9, 19K6

(2] R, R. Brows. Model stability in use of moments to estimate

+ 7.95 + 0.84 +-0.008 (10) Pulse transfer fooctions. Lireivon, Lett., 7.1971.
1()=I+ 16.2s + T 16-4s +I - 1.82s (3) C. Chu and M. Hlorowitz. Charge shoring models for switcht.

level siuluations, IEEE Trans. Csmp. Aided Drus, (0), 1987.

Conustrainintg the muappinig yielded the stable nmodel; (4] WV. C. Elmore, The transient response of damped linear net-
works with particular regard to wideband amsplifers. J. Ap.

7.93 0.17 -0.7 plied Jhpsies, 19(1), i9d8.
=I+ 1..12s+ I Ss+ 1 + ,8 (20) Isj G, if. Hlostetier, Mi. S. lSntmoa, and P. D'Carpio.Montalvo.

1+162s -+151s 1+178sAnalicarl, riserical, and csoptaiissl smrthods for iciesse
and essincreiog. Prentice Hall, Inc., 1991.

A graph of the response (20), when plotted versus the (6) X. Huang. Padr' OPPeoeV.4ira Of ineae(iliti) CiersMt se.
output of a circuit sinulator (PSPICE) (1O], shtows highly sponse PhD thesis, Carnegie Meilon Univ . Nov 1990,
improved results as conmpared to the first-order Elmore (71 V. C. Kletna and A. J, Laub. The singular value dreonspo-
approximatisn. (it is noted that the respottse from sitios, its computation and some applications WEEE Tras
PSPICE and (20) are nearly identical.) Furtler, for Ais. Control, 25, i980,
a third-order approximation, the algorithm described (5) L.T. Piliage. Asymsptoic Wssiefori Esalsais for Tmtts
herein required 1.03 CPU seconuds and 708 kilobytes of AsaIYsiS. PhD thesis, Carnegie Mellon Univ., Apr 1989.
memory on a Sparestatien I while PSPICE required (s] L T. Pillage and It, A. Rohrer. Asymptotic waveformu eValo-
328.63 CPU seconds end 2308.36 kilobytes ott the same anion for timing analysis. IEEE Tras. Comp. Aided Dios^a

machine,(9).1990.
mahie.(to] PSPICE USER'S MANUAL. Vssirs 4,03. micresint Corp.,

Jan 1990.
5 Conclusion (III C. L. Rtilaff. A fast aleorithms for computing the time .
A promising approach for overcoming tlte potential for meats of RLC cirmuits, blaster's thesis, The Univ of Texas at
instability associated with tlte inoient-nsatching tech- Austin, May 199t.
nique in AWVE as applied to RlC interconntects, has been 1121 J. Rubenstein, P. Penfield, Jr., and M1. A Hiorowistz. igal
preseitted, Tluisapproach can further be extended to deiaysn IC tree netorks. IEEE 2'rsa, Coin1. Aided Degs,,
genseral linear(ized) RL1. nmodels, Whten used in conuhi. (2), 1983.
natioii with path tracing, a robust and efficient algorithmtu
is obtained for the problem of accurate RtC interconnect
delay evaluation.
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INTERVAL ARITHMETIC APPLIED TO DIGITAL SIGNAL WAVEFORMS
FOR CO PUTATIONALLY. EFFICIENT VLSI- CIRCUIT VERIFICATION

i MVe-ber, IEEE
Colurbia.University
500 W. 120th-St. #1311

blew York, NY 10027-6699, USA

Abstract - The waveform -relaxation alglorithm I. The Waveform Relaxation Algorithm
for the electrical simulation 'of digital
circuits is generalized to efficiently handle This section outlines the basic WR method
entire waveform intervals at one time, thus 18]. All WR algorithms start with a guess for
enabling detailed circuit verification that is the circuit behavior xU), c6nsisting of
impractical with non-interval simulators. waveforms for at least a complete set of state

viables over some time period [o,r'. By
simulating subcircuits (e.g., logic blocks)

I. Introduction independently over 10,T), this guess isupdated and called* x
i
. The analysis of each

The complexity of digital VLSI circuits subcircuit uses the assumption that connected
makes verification-of their detailed operation subcircuits are behaving according to earlier
an extremely difficult problem. In practice, guesses. Continued iteration produces a
one can simulate only a few subcircuits and sequence of behaviors which converges to the
situations using 6lrrent electrical simulators actual solution, denoted x , for a large and
suchas SPICE (13. Even if "exact" simulation useful class of circuit models [6,71. A
could be sped up by orders of magnitude using function F can be defined that map4 one
specialized numerical methods or hardware [2), behavior guess to the next, i.e., x11o =
full verification would still be infeasible F(x'), and WR convergence proofs generally
due to the large number of cases that must be rely on showing that F is contractive in an
considered. As a result, ' for efficient appropriate norm. The solution x can -be
verification we need a simulator that can thought of as a unique "fixed point" of the
handle entire sets of waveforms, e.g. waveform relaxation mapping function F.
intervals, instead of precise waveform
estimates. This paper outlines how such Because signals generally flow primarily in
intervals can be computed and how they can be one direction in digital circuits, without any
used for verification, direct feedback other than that delayed by

latches, WR can converge very quickly for

Interval arithmetic is used extensively for these circuits when appropriate partitions and
verifying digital circuits at a igh level, schedules are chosen. Since evaluation of F
erifying dgia iuits sia ae gole involves incremental-time simulation of each
e.g. in logic simulation signals are grouped logic block separately, computation time tends
into true and false signal classes. Timing t rwol ierywt ici ie h
verifiers use estimates of "worst-case" delays to grow only linearly with circuit size. The
to cover a large number of cases with little advantages (efficiency) and disadvantages
computation [3). The use of intervals for (complexity and lack of generality) of using

verification in switch-level simulation has WR for "exact" simulation are still the
also recently been introduced [4). By their subject of some debate, for verification
very nature, digital circuits have monotonic using waveforn intervals, however, it appears
properties at a high level that make interval to be much easier to build on the WR approach.
arithmetic very practical.

Interval arithmetic has rarely been applied IlI. An Interval Extension of WR
to electrical simulation because it is
difficult in general to apply it to the This section illustrates how an interval
incremental-time solution of ODEs (ordinary algorithm for electrical circuit simulation
differential equations) (5). Since a small can be derived from a WE algorithm. A set of
amount of uncertainty can be added at each of circuit behaviors, denoted X, is defined by a
the many steps in the computation, acceptable waveform interval associated with each
accuracy is often achieved only for small variable (or union of intervals). Variables
periods of time. In fact, if SPICE were run in a circuit behavior could consist of node
on an interval computer, it would likely not voltagec, branch currents, and voltage
even be able to distinguish between true and derivatives. An interval mapping function G,
false digital signals by the end of a typical whose domain and range both consist of all
clock period. Fortunately, however, there is possible behavior sets X, is defined in terms
an alternate iterative method for solving ODEs of the WE mapping function F as follows:
called Waveform Relaxation (WR) which performs
well on most digital circuits (6) and can be Def. 1: For all X and any x CX, F(x) C G(X).
much more efficiently merged with interval
arithmetic (7). WR can lead to efficient There are many possible G functions, as G
interval analysis because it treats signals as is any bound on one of many proposed specific
entire waveforms, a natural generalization of relaxation functions. It is possible to bound
what is done in logic and timing simulators, F fairly tightly because any F is simply a
and partitions the circuit into small logic series of solutions for simple logic blocks.
blocks. Thus the fundamental high-level Basic logic blocks have many provably

monotonic relationships that are built into monotonic relationships between inputs and
small digital subcircuits can be exploited. responses, so only endpoints need be
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evaluated. In addition, deice models can The potential power of combinatorial
often be rigorousry simplified in a manner compression, Can be seen by generalizing the
that drastically reduces computation while switch-level memory verification proposed in
only slightly loosening the bounds. G (4] to include timing information. For
functions have the following properties [7]: example, to verify the read operation of a

single bit Ina large memory, all other memory
Theorem 1: If G(X)C X, X*E G(X); cells can be initialized to the union of two

intervals, representing true and false

Theorem 2: If x*E X, x E G(X). respectively. All the output buses except the
one connected to the bit under test will have

Theseytwo (simplified) theorems can be used unknown responses, indicated by very loose
to 'bound x* based only on the computation of bounds that include true and false values. If
one or more G functions, 'possibly repeatedly. the bit Is still read correctly, however, with
The first theorem can be used to verify that a a tight interval that guarantees correctness,
tentative 6ound on x

* 
is indeedca bound. If G the circuit has been verified for all possible

provides a fairly tight bound on F, it should patterns in the 'rest of the memory using only
malntain its contractive property and enable a single simulation.
the shrinking of behavior 'sets. The second
theorem canhe used' to iteratively improve
bounds on x . Any slack in the function G V. Concliisibn
will imit the tightness of the final bounds
on x , as will any correlations that are Although-a full waveform interval simulatur
ignored at the block bouidaries. The slack has yet- to be demonstrated, and many
arising from such correlations can'be managed, challenges remain to achieve high efficiency,
however, because the feedback among adjacent the required basic theory has been developed
blocks is relatively small, and experiments have been undertaken that

indicate feasibility. Furthermore, such a.
simulator would provide a powerful new tool
for detailed circuit verification, based on

IV. Verification Using Interval Algorithms its ability to enable accuracy management and
combinatorial compression.

Waveform intervals can be used in a number
of ways to reduce computation in circuit
verification. These uses fall into two main Acknowledgements
classes, accuracy management and combinatorial
compression. These applications are discussed The author would like to acknowledge
here based on the assumption that a suitable support from NSF PYI award MIPS-86-58112.
interval waveform simulation algorithm Is
available.
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Abstract ThePenfied.Rubinstein bounds [1) are extended to
cover many switched-capacitor neteorks. The original formulation in *
terms of differential equationsi [2j is iid toiidrdd the iitnt J L _ J
class of discrk -time difference equations. ~FLji72j l M,~7

1 Introduction
Many algorithms in machine (robot) Vietor processing can be forms. 'c,' "'V" 5 -- r C
lated as minimization problems. Consequn 6nly, these algorithms can Figure 1. Two-phasse SC line of twenty capacitors and switches
be implemented using appropriately designed reciprocal resistive net-
works that relax very quickly to the required solution [31 The appeal- Detining A in) = v In + 11 - vlI and M = I - A, the system can
ing features of these networks, nrmely local co'putation and commu. be written as
iceation, make VLSI implementation both feasible and attractive.

Most image processing tasks are accomplished withba large amount A [us) = -Mv In) + lioe (6)
of input data (e g, 128xt28 intensity values). Power considerations,
therefore, require each unit cell to contain reltively large-valued no- In this example, M is a nonsguilar N-malnix [4) by construction Its
sisters. Since these large values are difficult to akchie ve consistently iivre .eIs and has nonnegative entries, and an analysis similar
and uniformly in standard VLSI, alternatives are sought One such t~o tat found ine[]pcnen peom e Intr our exape h he
alternative is the use of switched capacitor (SC) resistor equivalents. ipratprmtr eedn pnteetiso r
These equivalents are attractve not only for thelr low power, hut also Tai,16 = 315.7 (7)
because of their uniformity, potentialy small unit cell size, and depen. TD~i. = 377.3(8
denoe on switching frequency.(8

One drawback of these SG networks is their settling time. Since Tp = 408 3 (9)
chiarge is shared among niglhboring capacitors in discrete steps, ratherThb
than instantaneously as wth centinous-time resistrse Thei bounds, derived below, are shown in Figure 2 The middle signal
rium charge (and thus voltage) distribution is approached only after i h xc epneo i safnto fsmses suigta
some finite number of timesleps. In seeking bounds sod estimaeo for all capacitor voltages are initially at cern volts. The upper and lower

thi setlng-imeavfor, w hve xtnde ihlttintei.Prtfrl wavefo.ms are the results of the bounding expressions. These hounds

bounds (1) to the discrete-time case. are derived from a reduced order model of the system, and represent
bec ounds. Their adeantage is that they are much easier to caltolate

thaln the exact expression fon largo systems,2 An Example M 2"c*x.0,oI
There inna large class of SC networks for which bounding expressions Pto.5tniwnuNorI
can he formed. As an example, consider lbs SC line shown in Fig. 0
ore 1. There are twetnty groudded capacitors, eacbcoonnected to its 0
two reighboro by either a phnse I or aphsse 2 switch; the two phases
alternate In controlling the switches along the line. A single voltage 01
sonrce feeds the line, and, In Fgure 1, nods k is assumed to he odd. 0 .e
Jest for fun, let the capacitrs in the line take on the Values of the
digits of x. That is, let C, = 3, C2 m I, Cs . 4, etc.' Also, le the -"

voltage on the siuteenth capacitor be the signal of interest. 0

For the general node, the Noltages are for phase I (with kr odd) 0

s'o n+1J ta..tr*! C"..see..sn)+ CkssoIn' (2) 01 sc0 tam 53in xam 2500

cm 2 j m ros 3 Figure 2. Exnct resno nd hounds for node 16 of the SC line.

and for phase 2 (with kr also odl)
3 Determining the Bounds

+ ________________________1_ The following derivation in similar to that in [2], altered here to cover
CA, + Cki,5  the discrete-time case. In general, consider the linear discrete-time,

These equations can he expressed in matrix form, thee combined, to system as equation 5 such that I - A ins Nlmatrix, where b > 0
yield ' (that Is, every element is noneegutive and b il 0) and v, denotes the

V~n+I) Amn)+be0distiqguished component of v that serves as the system output. let
v~n~ll Avln)bto t hena positive step input. Define &In), M, and P as before, along

with the equilibrium (final) state value

'lb ui,,tee pisces 2stsrnlsnsia v' fibe (10)
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The system can now be reusiitten as Tis path is the slowest way to mono towards loner.!. values, since
each f, step is as small as possible. Of course, the final jumip below the

PA[u wv., - v J) (11) target line is taken as late as possible. By-followisg this methodology,

the n. value arrived at is the msaximumn possible nonberoftimestes
It can be shown that, the, zerostate step response of the distin- such that its state and eeysbeun tt sfre eo h aie

gushtd comupooent An, ofth bsyrstens itateis'amronotonic odcmn ie
funtin f tmetes wthfialvalue ra The fwsctdiont i,.,,s.) The discnetetinme bounds bas e the followi ng form;

defined as the mininmum poissible iiomber of steps secessasy !o achieve
yfs] : v, while n.(v) is defined as the maxinsum possible number n.uisl* v range
of steps before the system output i,[uJ is forced past the value %. An
output level ve,.ill he reacied in no less thaiinu., steps and crossed 0 v.*=O0
in no more thin 74-.. steps.

We construct a reduced order model with two states defined by [Maa(l,TD. - Tp9s)1 0 < <

m- v V,.en (12) n. + [sn w l A=;1 2iiocL< I

AN g.1k) (13)
k.. n,...(e,) v* range

that obeys [i1T j

Uf,101,g.40)) (TD,,l1) (14) +s+7..+5 <
f,[u + 11 f,[s]-g.[sJ (15) 2+n$ <-

-9l + ,s (16)qn (1-1 1
g,1s]Tnsc :5 f,[s( :5 9[(Tp (17) whr

where the three system parameters, Tpm, TD,,, and Tp, are defined is v,,175
(2]. The equalities is equations 14-18 fellow frsrs the definitioss, asd n. = 1 T.j. - TnRJ (20)
the inequalities follow from the fact that I - A isan MI-matrix. Io~

The reduced order model's equations canbe graphically interpreted nb = - ± 4 (21)
as shown is Figure 3. [log ( -

a r, v~, r, *~The symbols Ix) and Ini denote the floor aod ceiling functions.

4 Conclusions

The hounds are known to apply to a large class of, SC networks,
namely those containing ask arbitrary nomber of grounded capacitors

Ce and grounded independent voltage ssourme,along with as arbitrary
nomber of switches connecting any of the elements. The class of net.

Figure 3. Redured order model statespace geometry. works is sure to be more extensive, hot the enlarged boondaries have
(Dotted line. n,. path. Dashed line. 5n- path.) not been fully Investigated, Tightening the hounds is also an iopor-

taut topic, as in studyiog under what conditions the P matrix may
At every limestep, the state jumps to a new point as dictate by he stuffed hy inspection (to avoid calculating a matrix inverse). It As

the reduced order model (the ncot Waue of f, is specified, and the next known that the P matrix can he stuffed by inspection fur a icrtain
value of 9, is hounded); the starting point is at (To,, 1). The goal is class of SC trees.
either to reach the target line (g, Ax 9,) as quickly as possible (n_~o), or
to delay going past It as long as possible (n_..). The lines f. . Tn,gJ References
and f, = Tpg', are the upper and lswer boundary lines, respectively

The procedure for obtaining the minimum number of titoestepu (11 J. Rubinstein, P. Penfield, and %1 A. Horowitz, 'Signal Delay in
from the Initial point to a point on or below the target line is to RC Tree.Networks", IEEE Trass. Comp.-Aided Des., vol. CAD-
fallow the 'highest' path through (f,,g).epaee. TIbis path consists 2, pp. 202-211, July 1983.
of traversing the line 9; = 9,[0), then traversing the upper boundary,
always is the direction of lower fi values. This path is the fastest [2] J. L. Wyatt, Jr., C. A. Zuhowski, and P. Penfield, Jr., "Step Re
way to .novo towards lower f. values, since ese f, step is as large as sponse Boom'is for Systems Described by hM matricc, with Appli
possible. Uf course, the final jump to or below the target liae is taken cation to Timing Analysis of Digital bOOS Circuits", in Pica 24tha
as early as possible. Dy following this methodology, the n_.,. value IEEE Cool. Dee. and Cost., (Fort Lauderdale, FL), pp 1952-
arrived at is the minimum possible number of timesteps necesary to 1557, Dec. 11-t5, 1985.
move on or below the target line.

The procedure, for obtaining the maximum number of timesteps [3) A. Lumidaine, J Wyatt, and 1. Elfadel, 'Parallel Distributed
from the inital point to as pint beluw the1 tat line is to follow the Networks for Image Smuothing and Segmentation in Analog
"lowest" path thruugh (f,,fi,)space. This path ,osit of traversing VLSI", Is Proc. 28th IEEE Cosi. Dec. sod Cosi , (Tampa, FL),

holine ,fi = f.[0), then traversing the lower boundary line, and finally Dee. 1989.
traversing the target line, always in the direction of lower f1, values. (4) A. Berman, Nfonnegative Matrices is the Mothemuaticol

Sciences, Academic Press, New York, 1979,
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Overla~ping Doma~imDeCbo- nposition Method
fria' Uniliteral-Boufidary Value Problem
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Abstrict. In this papii overlapping domain decomnpesi- 2: -FIN~ITE ELE9MENT APPROXIMATION-
linmehd£ are applied to the ntimerical solution of Pole- Let Th = c}be a triangular coveting of 01 under9 '0

t son equation with'IPirichlet.Signoprini boundary condition. the typical assumptionslEke that the set ro nr1 belongs
r. INTROD~cT~oN~ to the'set of vertices of triangle elemients~ ednt

In tis ape wedesribethenumricl s by a standart. piecewise linear finite eleineut subspace of V
In,~ ~~ thsppr edsrb h ueia o lution by related with Th by Vh and consider the finite element

overlapping domiain decmpositioss methods of grid vari- apoiaino h iihe-inrn rbe 11
ational problems arising from finite element approxima. in the form of minimization task:
tions of the sifisplifled 'Diricllet-Signorini, problemfor
Poisson equation. Probably, the-paper (1] was the first, Findilh C Kh : J(u,,) = -min ' J(v) (2.1)

V E 1,%
where overlapping domain decomposition methods were
applied to the solving of variational inequaliti 'es. The where Kh =Vh nIK.
convergence proof ofour methods is based on the finite The equivalent formulation of (2.1) in the terso
dimensional approach proposed and developed in (3] for, variational inequalities is defined by:
linear variational problems.

We consider the piroblem Find tt 6Kh : a(uh,v-uh) : (f,V-Uh) Vv E Kh.
(2.2)

-Au - in R2 3. OVERLAPPING DOMAIN
U = 000n ro (0 0), DECOMPOSITION MET11OD

u >0, ± >0,U -Lu =0 (11 Gh is said to be a grid subdomain of T), (of U), if
On ~O On GA is a uskion of triangle eleinents eh. The interior

ac. o P1  O~l\ P0 of GA is denoted by Gh and its boundary is desoted
denoes te Oter orml deivaion o ~ by 0 h. The boundary of Gh consists of two subsets:

thtn~ i carefomlteGsa ii ) denotes the closure of the intersection of OGh with

miration Problem: S1U ro, i.e. p~G) = '9Gh n (sl u 1'0), and ri de-

notes the remaing part of O hie.rG)is the interior
Find u CK :J(u) =min J(v)= orOGh n i.

f f Let a grid subdomain Oh C TA and a finite ele-
VvVv d. - fv dx !s(ts, v) - (f, v), ment function VA E h be given. if O0

A = p(G) we

(1.2) shall associate with the pair (Gk; VA) the only subset

where If v ( E H I(Sl)l Iv = 00 on 0r and V > Kh(G;vh) C K(1,, which is defined by:
0 onP1 ). The equivalent formulation of the problem 0
(1.1), (1.2) in terms of variational inequality reads l(A(G; vA) = (WA E A I Wh 0= h. 31

(LV- UVV () if r() 0, we shall associate with the pair (Oh; Vh)
Find1.3 1 K :au,- K 0 1

either the subset KA(G; vA) Of fhp or the subset KA(G; VA)
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of'Ih which is defned by: I"MkA 3.2. Tie operaor TG : Kh s- Kh is
conjinol's.

lfh(G;, h-"5' ='(hE hI 0) ='V.l Let M be a positive~integer, and let T -be- decom-
(3.2 I posed into m grid:subdomans .e. Th

-~ ~ 02 Uj%!G 1 . We associate with evizy aubdomai janb
flote that both subsets -Kh((q; Vt;i) and Kh(G; vji) a .Kr)
lotethatdbohvx. vx)iwe anat( vwit)tpair•  

set K of,lh,,which -is equal to either 4h(d) or
closed .andeconvx. Tiiiwea"cate-withthe- , u 1,.. 1
(Gh; Vh) the subet Kh(G; vh), C K, which is equal K,(G) where K (G)-ad K(G) are defined as in

So 6 ... . I, , (.1 " d (3 .2). The latter case hians'that witih every
to either Kh(G; ph))or ; ltce

fidex j we associate the pair (G. j'=) F .
'Let us -consider the followitig variational subdomain. 1e - h

prolem! Fnd Wh E..(G; v 5  tt ..... We shall rquilre thatthe following two conditions are
h satisfied:

w, ,(,), 3,3, (Al) every grid node xi-r % belongs to at'least one

(A2) everygridnode xiE rlh belongs to at leas one
which is equivalentto the variational, inequality: Find r(P) =, r(qo)

h E K,,(G; v.) -such that The assumption (Al) means that every grid node from,

* h belongsto the interior of at least one subdomain Gj.
a (wh, soh - wh); - (fi Wph-W_) V'Ph E Kh(G; Vh). Inassumlption (A2) we require that every grid node from

t(3.4) ri,h lelongsito the interior of at least one rij), i.e. inIt is obviously, that the latter problem has a unique so.

lution. nu particular for this index j we have ((' =Kh(Gj) .

The problems (3.3), (3.4),result According to above definitions and assumptions we
can formulate the following iterative domain decomposi.

J(vh) = J (W + (vh - Wh)) tion procedure.

= J(wh) + a(vh,- wh, vh -- wh)+ Aig6rithm. Let u
° E Kh be given. Solve suc-

2 {a(wh, vh - wh) - (f,v, -wh)} cessively for n = 0,1; ... and forj = 1,...,m the

J(wh) + a(vh - w, vh,- wh) , following subproblems: Find uh
+

" E Kh(Gj;

which leads to the following corclusion. such that

un 'p n4-) U-4LEMMA 3.1. a ",( , h h,~ hyP -u.

J(W,) <,J(v,)' V P . E 6 ( G; )

for any Vh 61(, and J(Wh) = J(vh) iff wh = Vh. Ti1EOREM 3.1. Under the assumptions (A]) and (A2)

Let us assume that a grid subdomain Gh and a func- the seqsence {uh In-O convergence for every j (1
tion f are fixed as well as a triangular covering 7h. We M - 

m) to Ahe sol utio'n function Uh of the problems

define the operator TG , : Kh i--* J(h such that for (2.1), (2.2) for any Uh E K h .

any Vh E Kh the solution function Wh of (3.3), (3.4) is PROOF: See 12].
given by formula

4. EXAMPLES

h 
TG(Vh). (3.5) EXAMPLE 4.1: Let Rl be a rectangle and r be a pos-

itive integer. To this end we set G 1 = fl1 and asso-0

clate (f1) with G1 and then choose G 2i = 1 and
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G2i+i = G2 ,i = 1,2,..,rashownin Fig.Ml-Weas-o

socate-K(Gi) with Gj forj.= 2, .., 2r+ 1. Because - 3 A

under the assumptions made the conditidns of Theorem. 3 64 42 29 21
3.1'are satisfied the corresponding iteratifihethod'(3.5) 7 64 42 29 20
is convergent. 

-22920
,,15 64 42 29 20

Table I

, ._ . ) , 3 11 ,7 7i54 40
r11r8'n 3

Table 2.

Theresults of Table 1 and 2 showthat the iterative

Fig. 1. Decomposition of a rectangle Q into method convergences quiterapidly and the rate of con-
subdomains'Gi = 1 and Gj, j = 1 vergence becomes better for bigger values of r. At the

same time the rate of convergence is practically indepen-
dent of3. 8Probably, this is a partial property of the con-

Numerical experiments. Let 1= ('- 1)X (0;1) cret problem under consideration. For further numerical
be the unit square, ri = {(Xl, X2)] X1 = 1, X2 E tests see (2].
(0, 1)} be a side of this square and let f = f(zI, X2 )
be a given piecewise constant function such that REFERENCES

fr = const < 0, X2 e (0, ), (1] P.L. Lions, On the Schwarz -Alternating Method I,const D In "Domain Decomposition Methods for PDE's" ,
f2 const> 0, X2 E R. Glowinski, GiH. Golub, G.A. Meurant and J.

Periaux (eds.), SIAM, Philadelphia (1988), 2-42.

Partition fl ito subdomalis G/, j 1,2r +- 1which (2] Yu.A. lRunetsov and P. Neittaanmiki, Overlap.
P i i, ping Domains Decomposition Method for Simplifiedare constructed as shown in Fig. 1, where r is a positive Dirichlet.Signorsni Problem,,Prepnint 126, Univer-integer. It follows, that we set G1 = a and Gj are mul- sity of Jyviskyli, Dept. Math. (1991).

ticonnected domains consisting of t + 1 equal rectangles [3] G.I. Marchouk and Yu.A. Kuznetsov, Melhodes
for even values ofj and t equal rectangles for odd values iteraives et fonctionelles quodrotiques, Methods
of where is a positive integer, j= r +. For Mathematiques de L'Informatique 4; Sur les meth-

j 2, odes numeriques en sciences, physiques et economniques,
numerical experiment the separate rectangles of subdo- J.L. Lions and G.I. Marchouk (eds.), Dunod, Paris
mains Gj were chosen with sides equal to (s + 1)h and (1987), 3-132.
2h for ZI and X2 axes respectively, where S is a positive
integer.

Let k, be a number of steps of the iterative method
(3.5) under the assumptions made, which are required
to get the finite element solution Uh on r1 with a pre-
scribed, accuracy 6. It is obvious, that kc depends on
values- of 3 and m. In- Tables l, and 2 we present the
dependence of ke of $ and m, which was established by
numerical experiments'for 6 = 10-5 and suitable cri-
teria for' the stopping on the iterative method. We set

h = in Table I and h = in Table 2.
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- t.HAPPY, 0. PRIBEr]ICHt, . DAMBIN
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Cer=s qee Setcn*Viooidl~dCusUAM281 CN5S-B~t P4
Unt~ m ddTe= = do il FlumArtois

5565 dlXimed'se Cede-rne

Abstract: HELENA, qv5 nii" ,siftwie~jbi iei rnoderltg of -straiin, effects , into account .As the matter of fact, 3.

pseudomorphic-HEfT-aond -mo~re generaly focr a~ ny f AIM A (1) has Showno that the two first energy subbands

HEMTs is prejented. his-sofssar 1irvies qhf-DC, AC and are related to the sheet carrier density in 2DEG by the relation

noise properties in ie cm ana nun wave rangeli is vesyfas4 easy EI-Ai + Bi.,NS (II

to use andneeds bnl psomiuspa whereAi jand Bi are two cotistaists and NS is the sheet carrier

l.INTRODUCTlON. density. This result allows us - to, write a simplified charge

For the design of MMICa, .and:more generally for the control laW for elections in the 2DJEG'.-The electron supplying

optimization of circuits using HEMTs , the knowledie of the layer for which quantum effects are negligible is classically

high, frequency, parameters inclsidifig the noise,- parameters described using.Fermi statistics. Layer analysis provides for

constitutes a key point. Since measurements on test device are each layer the sheet carrier density,(ionized donnor and free

diifi~ult - (especially fur the, noise parameters), a theoretical carrier density), and associated capacitances as a function of

modellhng is very,wcll suited,tf it is in good agreementwsth the gate voltage. Figure 2 shows the charge control law in terms

experimeists. For thispurpose a new HEMT-software called of capacitanceis in the 2DEG and in the electron supplying

HELENA for Hemat ELEctrical properties and Noise Analysis la~cr for the layer Showen fig. 2.

has been developped. - - - - - -

Ile flow chart of HELENA is given in figusre 1I..,.
It is divided in three blocks:

-Ile layer analysis cut___

-The device peiforesance modeling -

-The results display___ - -

I v L

rig ~ ~ ~ ~ e 2:Chreionrlsa

ILAiv 'j ~ C' INos
L s r MANCC sa e

r AC _)f MALLSIGNL Il1-THE DEVICE MODELING
Lt[*r±A±IANJ 1~LEQIAVNT CIRCUS The device modeling is performed using a quasi 2D

Fig-1:lIELENA flow shart approach (2),(3). In this approach the charge control law ( in
terms of sheet carrier density ) is associated with an electron

11-71IE LAYER ANALYSIS transport law to give the DC, AC and Noise properties, The

The purpose of this routine is to obtain the charge control inu.aaeeso0hsruie r h rnitrtplg'
law y aschttk barierof ny IEM acive aye. Te iput the charge control law given by the layer analysis previously

parameters are the thickness, doping (bulk or planar) and described, the electron transport law and the eatrinsic

compsiton 9ol, %l) f ech lyercontittin th acive parameters of the small signal equivalent circusit. For the
copstonayer,)o ah ae ostttn teatv electron transport law, both simple v(E) relationship (suitable

Ths modeling is based on a simplified selfconsistent frfitn eprmnalda)o hyrdaic quin
resolution of Sebrodinger and Poisson's equations taking the (Suitable for device performances predictions) can be used. A
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~realistiC Stzsicture including gnIe r6Ss S Wd1a ifa Il-f OIE CCLV
ptniland carrier * =into the~ lifc i tzkc int b ah Cp h four noise Fi R..

ru asoell as associatedl pin (G.0 2Ms -zui - available

po~ - ufferpin (MAC) are comsputed usbin h ycdznc field meibod.

I IVa DCKD C HAR CTRISICSThe inspedance field is deduced fron t he actiVe line fOllosing
ills DCANDCCHAP4CTF~ISTIC ths metbod described in (4) Tbe intrinsic device is rugn

F&Oilgie Vp and Ids. electron traspo- and P0-C ,We'~ fter thtte=a -M MIC0c
euto-aecombined to give a quadratic equation ()
Sovigthseqato a ac se fo suretodinP VS catancce rsistance) aremntrdced

tl~quasiiesofpl0icl iteestinthe chsannel: Electric Fied gre5 sows the frequsency variation of Fccin for a0.3 micron

electron velocity electron enery- Drain to source -vltage is -

obtained by integrating the electric field from source to drain.

The DC characteristics ldr(Y., )ar en compted (.see ,,,,

An

. -. -~fig 5 Minimum noise figure versus frequency

f3: DC characteristics (1) J. Alaitkan, H. Happy, Y. Cordier, A. Cappy 'Modeling of

At each DC point, the AC performance (S-parameters or pseudomorphic AIGaAs/GalnAa/GaAs layers using

small signal equivalent circuit) is computed using theatv selfconsistenr approacls. European transactions on

line approach (S). . A feature of this approach is to provide not telecosmmtunications and related tchbnollogies, Vol. I No 4July-

only the main small signal parameters (Gm, Cd, Cgs, Ct)bt August 1990.

also Rj, Rgd, 7, Cds which are very important for the (2) A. Capisy. A. Vanoverschelde, M

dictrminationOf highftrquecydevirekbhaviour (see Fsg). Schorigen, C. Versnaeyen G. Salmer 'Noise Modeling in
-- - - - - - - -- _ submicrometer Gate Two dimensional Electron-Gas Field

_________________ Effect Transistor, IEEE Trans. on Electron Devices, Vol. 32,

* - *~~~""'i ~"No. 12. February 1985.
- ~ (3) Snowden, C.M. and Pantoja PLR1, 'GaAs-two-dimensional

- - - -MESFET Simulation for CAD', IEEE Trans. on Electron
- -- - - -Devices, Febrarty 1989, pp, 1564.1574.

I A (4) B. Camez, A. Cappy,, R. l'auquembergue, E. Constant, G.

A.__ Salmer, 'Noise mcdeling is Suhmicrometer-Gate FErs', IEEE

3 Trans. on electron devices Vol. ED-28, No 7, July 1981

(5) A. Cappy, W. Heinrich, *Hcigh-Frequency FET Noise

- - - -Performance: A New Approach', IEEE Trans. on Electron

i __ - - - -Devices, Vol. 36, No. 1. Febrary 1990, pp 403-409.

fig Trnsondctaceversus gate;toucevotg
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SIMULATION OF InLGaAs--.FETs
J.-Velegan, K.McCarthy, N.Cordero, W.Kefly t, C.Lydeznt

Nationsl Mi clctronics Research Centre, tFarra Technology Ltd.,
Uniest flegev Cork, hluad- Cork, Ireland.

Abstract - We describe a two 'dimensional &ifffnsi model with p. = So0oeos
2
/Vo and r,.= I x lO7cos/s. For holes a constant

tied to sicalaie InGLAs JFETs and Barrier Enhancd MESPETs. s lfity ii, = M2/lcs
2

Va is used-"This IVn"e overshoot deffci to
we also depscribe a one diminsionali model uid to inieStigAte the bring the so jatios into line with measured results on real devices
mcltilayer structure of BE-MfESFET. [4]. The Eisti rlationbewreen diffsivity and mnobiLity is assumed

L mL kftOdnoCiO for both carrier species

LIT,
The electron transport propertiemlc n- ~ -ae fied 9~e P D.s -,s, (6)

transistors (PErs) amongst the moot promising devices in thQ design
of optci-electronic integrated circuits for high speed optical fire com- lt smulating JPETs the full two carrier model is needed. lItis

smikations systemrs III. Standard bIESPET technology cnot be Possible to consider only electron conduction with the induision of
usedmiuhefbicto ofth s Eas the SchtV ~ barer height on stationary oleecharge todefine the p-ninnotion. However this isinad-
odopest In~is is ton los, (- O.2V) (2]. Hec some other enc,,o equate to iMitie gate eigerrnan important phenomenon
of achievring trasitor act is necessa:y ion ipenelaie e z these devices.
vite two different structures am yFvsiocrh l I BE-MESFETs seeneed consider electron condoction only. The
(1) Junction PET (IFET) - a p-layer placed under an hszic contact effect of the conducionM band offsets betwreen the different layers in
gate, achieving modula11tion through gate voltage control of the dcple- these devices is inlded by solying for an effective potcital 4V in the
tion width of the p-n junction formed onder the gate. cret Cotitiy equation
(2) Barrier Enhanced MESPET (BE-MESPET) -a Schottky contact k
to anintiriediate layer of highe barrier keighi and bandgap. This + X IU (7)
hither Schottky barrier and conduction band discontinoity between q
the gate layer and thes acive layer gives rise to ancffectieharrier on where Asis the electron affinity of the different layers and N, the
the channteL Modulation is then achieved in a similar manner to the conduction band density of states. This approach ignores tunnelling,
"classic.1" IMFET. therisionic and qoartnt effects, hot is valid for BE-htESPET simo.

Notnerical sismulation of each of these options is necessary in the lation where such effcts are negligible. A more appropriate model is
effect to develop and optimise this technology. Simulation ojer the neciled 1where transport between layers my be a predominant effect
entire device is performed wsing a 2D) drift diffusion model described (e.g..HE3-Ts).
hek-. The details of the layer structure in BE-MESPETs are more
accurately investigated 'uing a ID mtodel. This involves solving the One Dininal Mdel
Poisson equation over a cros section lions the gate contact into the
bulk, yielding the band edge profiles and electron distributions, across Solution of the Poisson equation oier the ID cioss section requires
the layers an accurate description of the depiendence of electron concentration

on potential across the layers. In many nulti-layr PEIT otrottures
11. THE MODELS the electron Sas" is degenerate and its energies often quatised. We

ignor quantization for BE-IiESPETs bsit do account for degeneracy
Drift.Diffoios Model through the use of Ferosi-Dirac statisiics.-This gives

The two dirmnsonal moodel is baued on a previously reported lilsS. n(r) e:rxr X2( -Ez)IT (8PET simulator (3]. It uses the serni-classical steady state description 2N~)si(F-Er)~~ 8
ofcurresut flow, solvirg for the Poissn and itirrent con~inusty equa- as the relation betsweeni conduction hand edge Es(r) and electron con-

lions ~ n-p VA-ND 1 centration. 51/2 is the Fermi-Dirac integral of order Ifor which Has.
V~eV) erq~n is NA N~)(I) tional Chebysher approximations ate known [5). The ferno level Err

Vjui0 4,V0 V(Doss)j = G (2) is the same across the different layers, assuniing equilibriunm bittreen
the layers, thous acting ss a natural zrom level for energy. Es(r) isV[jp,V + V(D,p)1 = -G (3) related to the potential 4 by

where G is the generation-recombination (G.R) rate. G-lL is modelled
as Schockley-llead-llo1l type +5 z = Ar- Er(r) (9)

n? n( , p where ABr(.) describes the band offset between different layers in the
G .-p , ) + s-,(n + nj) (4) program with reference to the gate layer.

Discretization and solution of the resulting non-linear Poisson equa-.
thoughs other generation modeis can easily be inlded, lion ore easily performed over the ID mesh. Simulation yields the

The model uses the finite element method allos.:ng recessed gate electron concentration snd band edge profile.
structures and many other non rectangular geonmelsies to be simiu.
lated. Ill. Z;UMERICAL RESULTS

The dependence of electron mobily in InGaAs with electric field
is modelled by Simulation of the lnaoAs JPET shown In fig.l was performed

NE f e; AV )/ using the foll two carrier solver. This was to investigateireverte his
I + (Pisf/te, (5) gate leakage corre-t Igs.Vgs for different values of Vds (fig.2). The

recombination times r,, = 5 X 10O4, were used in (4).
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$OURCE GATE DrT.aiN

N+a~ imhplaiit I-;; -
21A 2 p VgS'=-. V --

7V6 Vs-2OV
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Figue 1 luG i JET c055Se~t~n.Figur 4- Ids/Vds ires for different-Vgs

~~~N.VdSO.5VSheet chare1

Vds-- 2..

12Q.0.

036 0.2 04 iL .S 1 1.2 14 0. 0.4 0.8 1.2 is2 2.4 Z.8 2.2 2.0

Figure 2: Igs/Vgs for Vds = 0 5, 1.0, 1.5 and 2.0 V Figure 5: Ids and Sheet charge dependence with Vgs

A BE-MESFET with InoMAs gate and buffer layers was also stud. IV.'CONCLUSIONS
led using both 11ID and 2D) simulators. The modulation of the device is
clearly seen from the bond edge profile; i ig g3. These also show the We have described a foil 2D) drift-diffosnon model and demnon-
exctent of the boxnier to reverse bias gate leakage curreut, justifying the strated how it is implemented to simulate In~a/to hosed JFETs and
use of (7). The Ids-l'ds DC characteristics aee shown in 05j.4. The BE.MESFETs. We have also shown how a more accurate I D model is
gate bias dependence of both the sheet cha~rge in the chiannel, obtained used to describe the band edge structure and the charge distribution
using the II) solver, and the current Idis are shown in fig.5.11t can In BE-MESFETs.
he dlearly seen that gate voltage coutrol over the sheet charge in the
channel is the dominant effect in determining the transcondictance 'ACKNOWLEDGEMENTS
of the device.
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TRANSIENT THERMAL MODELLING-OF GALLIII, ARSENiDE'OIPOLAR
'HETEROJUNCTION POWER TRANSISTORS, -

P.W.WEBB and IA.D.RUSSELL
School.of Electr6nic'sd SihooVof'Electronic and
Electrical Engineering Electrical Engineerng-
University of Birmingham UK. University of Birmingham

Abstract The optimal thermal design of- emitters to 'foim 'cells- from which larger
microwave power devices is complicated power devices could be constructed.
because the'electrical-design dictates that
the layout- of-the structure should be as

-small as possible and the thermal
considerations rciquire that'the.device should
be large f6r minimum-termal resistance. If ' I
such- a device"isto'bo'used under ,transient I
conditi6ns 'with some-known,ddty cycle the I - ,
requirement for the'device's -physical size ! Co |
will be to someextentbereduced but the
optimal' 'design, 'problem' becomes, more
complicated. This presentation outlines some -
of the'numericallsimulation problems 'which
exist for the transient thermal design of ' - -
heterojunction bipolar power transistors V-- WTRY

(HBJT's) and a method- of simplifying the
design process is suggested. Fig.l. Cross section through the structure

showing metallisation and'dissipation region.
L 2 1-To simplify matters we will concentrate on

The question of physical size in the design the simple structure of Fig.1 and assume that
of microwave devices is always extremely the device has a large number of equally
important because of the minimisation of spaced emitter fingers, in this case 100um
parasitic components in the electronic wide spaced by 4Oum. Use is made In the
equivalent circuit and matching its terminal simulations of the planes of symmetry which
impedance. Generally the thermal design exist-in the structure
dictates that the device should be as large
as possible in area~and as thin as possible 3. NUMERICAL METHODS AND-A STATEMENT OF THE
to reduce its thermal resistance, the PBLEM
benefits being greater reliability and more
predictable electrical~characteristics. The Three dimensional thermal simulation work
electrical characteristic will be a function has been undertaken using the finite element
of temperature whether the device is being software ANSYS, and two in house simulators,
used under CW steady state conditions or one based6na finite difference technique
pulsed according to some duty cycle. One and the other using the Transmission line
problem that exists'with pulsed operation is matrix method (TIM). All these systems
the change in the electrical' characteristics except the TLM method were capable of solving
during the, time that the, devices is both' steady state and transient thermal
operating. The thermal design of a-microwave problems and take into consideration the
device to be used under transient or pulsed variation of thermal conductivity with
conditions is an interesting one as it should temperature. The TLM method proved to be
be possible to make the~device-smaller then a very, useful for simulating systems where
device designed for CW operation giving lengthy time periods were involved and was
improved bandwidth, efficiency and power used to obtain the curve shown in Fig.2.
output. Current designs using HBJT'i consist
of a variety of materials with temperature 1
dependant propertiesrequiring 3D- similation. 130.
The computer time required to'perform these 21.
transient simulations can become
embarrassingly long, and this paper seeks to 120
outline the problem and suggest a convenient
solution.

50 300 35 0
The vertical geometry of the device to be T INTO TRANSIENT IN MICROSECONDS

discussed here is shown in Fig.l and shows a Fig.2. Peak Temperature at the end of
simplified cross section of one half of one repetitive power pulses. Duty Cycle-20%
emitter, each of which is 100 microns wide. Pulse Length - 5 Microseconds.
The heat source dimension is estimated from
the doping concentrations of the materials Fig.2 shows the simulation result for a 20%
and represents the volume associated with the duty cycle &nd 5 microsecond 'on' period.
collector depletion layer. Starting with The temperature recorded is the peak value at
this basic emitter structure many designs the end of each power pulse. Notice that the
would be possible based or: varying the peak temperature has not reached a maximum
emitter spacing or grouping a number of and the process is likely to take about I
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millisecond. A method which' 6uld'-obtain[ this, result with lesd computation effort
would. be valuable and is the subject, of the -
r6mainder-,of this paper.'.. .-

4. ANk ALTENATIVE APPROACH TO THE PROBLEML

Fig.3 *shows the increase, in the *maxfi'ium - V.~
temperature of 'the structure when a power tx. .
pulse-is'applied. The peak temperature' which

wo~'' be re~ckied' is S24' 'de~res c~ftigrade 4
neglecting any'mounting layers (ie:'solder) Fig.4. Peak'TemperatureReachedas a Function
which ould-typicallyraise~the temperature a of DutyCycle andPulsefLength. Base-300C
further 20 degrees. 1 the duty cycle of the
device was'ery small this' curve 'would duty cycles and-pulsellengths. Some, typicalaccurately sredict'the maxlimum temperature results areshown in Fig.Swhere the first
fora required length of power, input pulse. second andififth-transient!cycles ,are shown.

U-form iedpets of pow dereentigrae.

$j - -* -0 Is -0

nW- SEc0mS Fig.S. Temperature Rime during'second.,third
:rig.3. TemperatureRisestarting from a 'adfft yls

Uniform Temperature of 30 degrees Centigrade.anfitcyls
The temperature rises tested were always

It would be simple to produce such a. curve within 5%.of the accurately simulated value,
for other duty~cycles if 'the temperature and, the gains in computation effort were
distribution at the beginning of the power considerable.
pulse was known. It seems that-theonly way
to find this- distribution would, be to 6. DISCUSSION,
simulate the repetitive power cycle, the
process we seek to avoid. The alternate The method of -using- a steady state
approach is to first use a steady state simulation and corresponding transient
simulator with an input power reduced by a simulation has the potential to reduce the
percentage dictated by the duty cycle and use computation effort considerably. An estimate
this distribution as an initial 'boundary of-the time saved to produce the curves shown
condition for the start of the transient in Fig.5, assuming 10 points/decade and that
simulation. This power input is theaverage th trasin s it dwl gv a

the transient simulation will give a
of that for each cycle. The temperature at reasonably accurate peak temperature within
some point in the bulk of the device will be r esbl ac r pa at withinS oscillating about a mean value and the 10 cycles, is a factor of about 500. A 5%
further away the point from the power source error in the predicted temperature rise is in
sorthis oscilteoint magite ow erese reality quite satisfactory as problems ofso this oscillation magnitude will, decrease. erdcblt nbodn aescnb

In the case being studied an initial power reproducibility in bonding layers can be
pulse of 6.5 microseconds, only produces a comparatively significant. The results of
noticeable change the simulation using all the simulatorsnoicabe hagein temperature within indicated in section 3 gave very similar

• distanced of about 30 microns of the source. niae nscin aevr iiaAtthes p o t of mimum tea ure results. The TiM method was by far the mosti At the point of maximum temperature the useful in the simulation of transients
temperature simulated using this reduced useflvin the imulation of trasint
input power will always be greaterthan that involving large time periods, but it was not
at the end of a repeating duty cycle, and possible to couple it to a steady state
therefore if this steady state distribution simulator and use the method developed here.
i s Also the TM method requires relatively largeis used as an initial boundary condition for of data space, about 8 times the
the commencement of a transient simulation, amu nt fidata d
the resulting temperature will always be equivalent finite difference approach.

overestimated., 7. CONCLUSION,

5. SOME NUMERICAL RESULTS. The method outlined in this paper shows that
the time required to compare and assess the

The method described in the previous section thermal design of proposed HB3T structures
was used to obtain the curves shown in Fig.4. for use in transient applications may be
They show the relationship between peak reduced considerably with a modest compromise
temperature, duty cycle, and length of input in the accuracy obtained.
power pulse, for a given input power, base
temperature and goometrical layout. Because 8. ACKNOWLEDGEENT,
of the simulation procedure used the results
will always be pessimistic. To establish the The authors acknowledge the help of Plessey
accuracy of the curves a number of repetitive Research Caswell in supplying typical
simulations were undertaken for a variety of geometrical and process design data.

1679



2 D NUMERlCAL MODELLING OF AGaAs/GaAi ME~s -

NE]L P. WALDJE.'-PIILIP A. MAWB Y and ANDRE W MCCO WEN

Depairtmaiut'ol Eetcl 0 " Electronic Engineering-
Uraiversliy Coleg of Swauiae..

Abtat- A general I1purpose 3D dleviesmltr(US a Ta,~ method involves the Integration of each of t he
been 'enhanced to' ,invessute -the,:psi ehoim~ c -equations over'athe control (Voronol)-area .associated seth. each
camse DC S aIA,*degradation;Jn . AI~aAsIGaAs Iseterojunction rnesh nudel., Byapplcation of the divergence, theorem, the
bipolar transistors '(HBTs). Access to the distributions of renulting surface, integrals cans. be converted to line untijrals

poetilad electroin'and hole. concentrations, from,, 'the, around the'perimeiter of the control area 'So that for a node
nnnerlsluluttor greatly ai <the analysis w hich, shows, that 'i a he maesh 'thse dlsctied'equations become

sanfaci, recombination as-,'opposWd;to surface, Fer mi level
pinning in responsible for tahe'degruadatioa of jamn: '( - 1D di-pA -0 (7

I INTRODUCTION
-n( - qUjAj - 0 (8)

Al~aAs/OnAs heterojonctios bipolar, traistors are J-1
becoming Increasingly important for applications n , microwave
Integrated 4ciaits due ,to'-their very haigh switching speeds. to FP(9n.P - XJpljdij + qtUlAI - 0 (9)
the fabikation of these devices 'either ,an etch down to the 4-I
Al~nAs layer or tai Implant is msed to Isolate the emitter and where, Mi. isthe. number. of nudes connected to nude 1. The
bae contact regions. It is gecnerally understood that surface constitutive relations (4) - (6) nre then disected using the
effects. namely surface Fermral level pinning and surface standard finite difference method Is the cose -of 12' tbe electric
recombination are thec causes of gain degradation ben both 'of field!d1iplacen~t -and byathe Scharfelteri-Gummel (41 method
these'atructures (IJ. Is the case of electron and bole currents along edge ij, The

The modelling of' such highly non-linear two-dimensional iesultlng telt of non-linear equations (F ( ). F~(p
effects in best achieved by a numerical device simulator which Fpsn( ,)), ace, tolved wing the Newto'u-Iaphson meth~ for
solves the basic equations of Poissort and current centlity the solution variables 0l, ft and Via using either at Gummel
A general purpose device simulator (SUDS)., capable of decopled scheme or a coupled scheme,
handling arbitray doping and geomctry, has beenvideveloped 'The large linear equation set formed at each Newton
and recently enhanced to handle blacerojusetions anJ~surface Iteration. is solved using the ICCO method, for symectric
effects, Is tih paper wie have studied the effects of different matrices and the CGS' method for noi-symmetrlc. Both of
cofigorations surface charge, and 'recombination centres sod which me as extremely compact sparse'storage: scheme which
have Isolated the mechanisms which signalficauntly control the mlulmises the memory requirements.
baskc current causing the degrudaation'bs gala. ITH PYSCLMD S

11 TE NUERIAL M DELThe physical models described here are for the
The devace modelling package, msed -in this work solves AlGaAs.'GaAs material system, however, SUDS has built-is

the semiconductor 'haterojamction, device, equations 'on a models for 'most other common' semiconductors, The
arbitrarsly shaped two dimensional domain. The, physics of mathematical models describing' physical processes requirea
the semiconductor are modelled by it set three partial number of emptrical parameters to fit them to the specific
differential equations, namely. Poisson's equation material.

V fl PI Since the *A]GsAsJ/aAA material system is a ternary

and wo ontnu~y euatonsonefor he lecroi dltrlelln cmpound, the mobility model most like account of the extraand wo ontnuit eqatins ne fr te eecton dstrbuton scattering cassed 'by the alloy. is addition to the standardand one for the hole distribution. phonon and Impurity scattering mechanisms of the
homogencous material. Experimentally this processes manifests

V In - qUl (2) itself an a reduction Is the low-field mobility which decreases

as alloy mole fraction (x) Increses. The moinlity model
7 Ip- -q (3)Implemented In the current work is thus a function of
V . p -- qU(3)temperature, net doping. allay composition and- electric

These fundamental equations require costitutive relationshtps field (5)[6), The standard eupression is usied for lattice
for the vector flux terms. The electric displacement term P. scattering
in expressed as 7L-P T 

0
(0

1)-sE(4)

and the current densttes are expressed In terms of the
modified drift-diffuslon relatiosips where T is the lattice temperature, p is the low field

mobility In GaAs and o Is an experimental fitting term.
Impurity scattering in modelled by

In --qpn 17( #0  + q 0 Vn (3)P

Lp'.-lipppV (0i**p) - qpVp (6) PLI- L + III+
where the ft aod vo parameters described the compositional airfJa

sariation of the semiconductor 121. The basic sot of equations
(I) - (3) are discretised using the control region method (3), where r in the net doping and the fitting parameters ji. Nmf
on a triangular meh. and ix are determined from experimental data (5I.
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The-hig)s field'nimi~lity of- carriers in small geometry,,devicm, J&5 I_ _ _ _
is of critical importance. The model-toed here for~eiicuis
is the 'veUl known model for It-V matersals [6J vdtich ,AlGeAa
sochudes-tite intervaty- scattering of electrovs-caisixp negative einh
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PRACTICAL APPLICATION OF NUMERICAL MODELLING TO HETEROJUNCTION

BIPOLARTRANSISTOR DESIGN.

Robed E Miles, D vid I Holder and Christopher M Snowden
SDepartifinit of Eio'tro~ioand Ele'trical Enginer Ini, Unive rsity of eeds;

Leeds; England, LS2 91T

Abstract ,mnter

A two-slrmensiosal simslatios 6if the hefoj/ictitm bipolsr tras- 17 M ~ s

tor is described which has been used to understand the processes B'ast impiani
tskisg pise, in, real, Aevices. In this,. paper the effects of..

eleetron/hole'recombination in implanted regt&is is discssd and it

is also shown that misaligniset between the ddlping and alloy junc-

tions at the emitter/base interface can significantly degrade the dev- neAs txil0P"*
cOyxigen impts

n
t

ic performance.

INTRODUCTION con4clot

Mathematical models have long been used to understand and hence Fig. 1. Heterojunclion Bipolar Transistor structure

improve the operation of semiconductor devicis. Thes models, at modelled in this work. (NB of device shown)

their simplest, can give a closed from analytical olution which i n

the past has been instrumental to the development of improved A number of effects can be sdied with the aid of this model hot

structures. However for modem devices, with their reduced dimen- this paper will concentrate on two arens where it has been used to

sions and high internal electric fields, the approximations necessary interpret the measured performance of actual devices fabricated at

for an analytical solution are no longer valid. It has therefore been the GEC/Plessey Research Centre, Caswell. The two areas are

necessary to develop numerical models where more accurate firstly, the effect of an implanted oxygen isolatioslayerbetweenthe

desciptions of the device physics can be included albeit as the emitter and base and secondly, the consequences of a misalignment
espense of solutios time. between the doping and alloying junctions at the base emitter inter-

face, The misalignment problem has also becn studied using a one
This paper will describe how a two-dimensional model has been dimensional model of a p-n beterojunction because it is much faster
used to understand and aid the design of heterojunction bipolar to run than the full two dimensional case.

transistors (HBTs).

TIlE EMITTER/BASE ISOLATION IMPLANT
TIlE MODEL

The HBT shown to Figure I is a planar structure which has a
The device modelled in this work is the GaAs/AIGaAs HBT where number of advantages during fabrication. A less desirable feature
the wide band gap emitter is the AIGaAs alloy with the mole frac- however is that the base is in contact with the emitter across a vent-

tioo of aluminism in the region of 0.210o0.3 an the base is GaAs. cal plane extending down from the surface. This effectively means

The emitter/base junction can be abrupt or graded. Being a bipolar that electrons will be injected in a region where the base is mach

device the recombination of electrons and holes it, an HBT is an widcr than the opsimm (as defined by the region under the

important factor which in this model is described by the Shockley- emitter). The inteted eletrons will therefore take a longer tim to

emitteread mehais viacte electrnatns state atreor mide gap Theetmet
flal-.Read mchanism via reombination states at mid gap, The traverse the base and there will also be a higher probability of their
model allows for a wide variation of recombination rates in different recombining on the way. These effects will lower both the fre-
regions of the device to account for the effects of surfaces, material quency response and the current gain of the device -both undesir-

interfaces and various implants. Figure I shows the basic geometry able effects. One solution to this problem is to introduce the isola-
of the devices modelled, In practice, owing to the symmetry of the tion isyet shown in Figure I between the emitter and base by means
structure only one half of the device needs to be simulated with a of an onygen implant which effectively creates high ressstsvity

consequent saving in computer run time. marial in the rqired regios.

A drift-dsffssion description of the IIBT has been implemented tak-

ing into account the dependence of carrier velocity on electric field The oxygen implant effectively creates a region of heavy crystalline

and the variaton of the semiconductor properties across the june- damage which means that there will be a high density of localised

tion, The device equations are solved by finite difference ttch- energy levels in the forbidden gap which will in turn make the

iquenon a two-dimentional grid which is automatically refined to a electron/hole recombination process much faster This implant is

smaller mesh size in regions where the electrical potential is varying therefore modelled asa regin havig a much shorter recombination

rapidly. 
time than the rest of the device.
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Figure 2 thows the effect of ths recombiaton on the current gain,, diffusion of accetors from the highly doped GaAs base into the

I this Figure, device A has a recombination time of 5sX 107s in, AIGaAs emitter. This effect is illustrated in Figure 3 which shows

the GaAs base and 2X 10-"s inthe implanted AGaAs base con- tbemoyeie! of the p-type doping (shaded black) into the n-type

tact. Device B is the same hut with the addition of a recombination emitter (hatched) which, for the purposes of this paper, is defined as

time of 4 iXn6,s tiihe isolation'implant. The currentgain of a positive shift. h
about 30 for device B istypical of what is observed iii practice. A one dimensional p-n heterajunction model has been used to study

The model.w-s also used to investigate the effect of recombination the effect 6f mislignent on the emitter injection efficiency The

at thi top surf ae and the ermtter/base interface- It was found that emitter inje tion efficiency, defined as the prcentage 9f,the total

recombirtonat the top surface;had little. or; no effect,while a emitter/base current carried by the emitter majority carriers (ia this

recombination centre density of greater than 1013Cern, at the case electrons), is the most important quantty affecting the gain of

ermttec/base; interface .was -n~eded to account for the observed the device. The valence band discontinuity in n HB'T virtually

reduction in current gain. This density is much higher than would elimnates the hole current giving an efliciency of close to-100%

be expected for modem technology, and hence a very high gain. Figure 4 shows the reduction in

ii. .... emitter injection~efficiency caused by various, positive shifts up to

., - " 40 nm.(liegative shifts give little or no effect.) Shifts of a few

a o,.nanoinetres; corresponding to movements of the junction through

about 10 atormic layers, give significant reductions in the injection

ii" ifficiency, sufficient to have a significant effect on the current gain

Z ofan HBT. (factors of 10 are typical.)

Fig. 2, The effect of recombination in the isolation

region on the current gain.

By using this model it was therefore shown that out of a number of at

possible causes, excessive recombination in the isolation implant

region was the most likely reason for the poorer than expected per. o

forenance of these devices, It would have been difficult to isolate t0 *5 0 15 1 1i 0 1t 0

the effects of recombination in the different regions without the aid Contest Density (Ae .')

of a suitable model, Fig. 4. The effect of misalignment on the emitter injection

efficiency.

ALLOYIDOPING MISALIGNNIENT

Simple hecterojunclion theory sumes that the boundary betucs the The reduction to the injection ifficiency levels off for shifts greater

niand p egons corresponds enactly with the Change from AIGaA than about 40 ura because at this point, for the doping levels con-
n an p egios Crresond exctlywit thechage fom I~a sisdered, the deptetio regions associated with she p-n Jlna are

to1 GaAs. In practice, owing'to the limitations of the technology a

m g all wsthri the emitter and the alloy junction plays no further part in
misalignment of these junctions can easily ocur In the devices the transistor action, It is also expected that graded alloy junctions
studied here the most iikely reason for this misalignment is the will be less susceptible to the effects of misalignment.

CONCLUSION

This paper has described just two technological problems that can1 -I r e have a beating on the performance of an IIBT. By using the model ,u
individual features can be studied in isolation, a process which is

difficult in real devices because of the uncertainties of the

fabrication process and charactensation techniques. This in turn
can be fed back to the device engineer to give insight into the

Fig. 3. Schematic representation of a misalgnment important parameters which must be controlled during fabrication.

between the doping and alloy junctions, Without such a model, it is very difficult to identify these paramae-

l1e6s.

, 1. : ... . _ -, . . .. . .. . .
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Ab stract crossings') between adjacint iubbands. The second and fourth
"A Monte Carlo transport simulation is described which in- -highest 'subbuhda have energy'nonia which are'displa~ed from

corporates a realistic description of the valence bandstructure in the 'zone centre ledIng to regions of extrernely- high densities-
s mihoidilctor quiiitum wells, icludin hevy - lght hole min- of state . Tle effetie mri at the one i eatre of the highest
Ing arid'train effects. Thi'simulatioiis 'e imalysehole sohb'and isO 156, but rusS'to a imimum aluie of 0901 due'to
transport in lattice matched GsA/AIAsand eudoinorphic In: - interaction vith the next highot'iuhband. By comparison the
GaAs/GaAs structures. The 77K phonon-limitdi mobihty in, valence bandstructure in the InGAs v ell is much less affected
the jeid6inphic eell is niarly' six"times that'in the lattice by mixing"and th effecmtive msin the higbht subbad iarie
matPedPwell, but much of this ;nhaincemerit is removed'by allo from 0 126 at the zone centre to 0.434 for an i-plane 'wavevetor

IniroduigtIon 0.00 0.00
For several years there have been aspirati6ns to develop a (a) (b)

coriplemneritaii logc ro " technaology in IllI-V aeni onduc- -0.02 -0.02
'tors., Such a logic system ought, is principle;, to combine'tha .. 2 00
extremely low stand-by power dissipation ofCMOS withthe
high speed of the Ill-V devices. Hlowever, iio practica ssem -0.0 -0. 04
has yet been realisedra major setback being the limited speed
achieved in the p-type evicets. The incorporation of strained
InGaAselayers in modulation doped FET has opened upa new 5-0.06 -0.06

route to a potentially fast p-type device, It is found that thbe -

ax!i siiin *present' in &a edomociphik h'teiooture shifts -00
the energy levels of the heavy hole subbands relative to tbe light P0.08 -0.0

hole subbands. This can lead to a reduced effective mass in the W

highest valence subband, which wcould be enpected to give rise -0.10 -0.10
to enhanced hole mobilities and'saturation drift velo ities Ill.
However, the mobdities and drift velocities measured to date in

p-yepednopic InGeas heterostroctures have been disap- -01 -0.12
pointIngly low (2-4), showing little improvement over the values
obtained in lattice matched syster. -The reasons for this'dis-
crepancy between expected andobeerved results have not been -0.14 -0.14

identified, and no theoretical analysis has been undert.ken.

Any such analysis of p-typeleeteretruttures must take into 0.00 0.05 0.10 0.00 0.05 0. 10
account the detailed form of the'valence subband structure, k (A') a")
which can be severely distorted from the usual near arabolic Figure I In-plane valence subband dispersion for (a) a
form by quanturn-sie-induced mixingof the heavy and light hole gAs/AlAs lattice matched and (b) an dnGas /Aso peo.
states. This mixing also affects the hole wavefunctions, which domorphic quantum well.
are important in determining the transition rates for the vari-
os scattering processes active in the device. We have developed
a Monte Carlo simulation scheme which satisfies all the above The hole-phonon scattering rates are dependent on the sub-
requirements The hole subband energy dispersions and wave, band energies, the quantum-confined hole wavefunctions and the
functions are calculated using the k.p method, and are then used densities of states. We have obtained this information from the
to calculate the scattering rates as a function of hole wavevector. k.p calculations for each required value of ki, which enabled
Hole transport is then simulated in the plane of the eterostruc- us to calculate the integrated hole-phonon scattering rates out
ture active layers taking into account the subhead energies and of any initial k, state into any allowed final state, via intra-
group velocities, and the angular dependences of the eterostruc- and inter-subband transitions. We have included optical phonon
ture scattering rates. We have investigated two cases: i) a lattice scattering via the Fr6llich (polar) and deformation potential in.
matched GaAs/AIAs single quantum well and ia) a pseudomor- teractions, and acoustic deformation potential scattering, Rates
phic InGeLA/GaAs single quantum well, In each cae we have for piesolectric scattering were calculated for the GaAs quantum
taken the lattice temperature to be 77K, in order to faciltate well, but found to be negligible, and the calculations were not
comparison with a range of experimental results. Theses'imul repeated for the InGaAs case.
lions represent, to the best of our knowledge, the first detailed In figure 2 we have shown the total hole-phonon scattering

models of hole transport in p-type beterestructures, allowing us rate in the hghest valence subband of the GaAs and InGaAs
to investigate the origins of the speed limitations of both lattice quantum wells vs. initial energy. ,The features labelled on the
matched and pseudomorphic devices, diagram correspond to thresholds for the principal transitions.

. aIWtlons Polar optical scattering is the dominant process in both quan.

Figures I& and b show the in-plane energy dispersion of va. turn wells; however, all procesiis are considerably stronger in
lence subbands in the GaAs lattice-matched and InGaAs psU. the GaAs well, This is due to the enhanced density of states
domorphic quantum wvells respectively, The GaAs quantum well in the GaAs valence subbands, the spike-like structures at the
width is 1OOA, whilst the IGeAs well width is 90A and the In thresholds for 1-2 and 1-4 scattering correspond to the peaks in
concentration is x - 0.18. The bandstructures show relatively the density of states at the off-zone-centre energy nuima in the
hittle anisotropy in the quantum well plane, and we have assumed second and fourth subbands.
them to be isotropic in the following calculations. Strong heavy - For the InGAs quantum well, alloy scattering must also be
light hole mixing is clearly evident in the GaAs well, with severe considered. We calculated rates for mtrasubband alloy scatter-
ditortion of the subbands neat regions of repulsion ('avoided mg using the 2D density of states, but taking the bulk form of
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the scatte rin s i~ ent [51. Ws axe currently working on be more prevalent in the InGeAs system is -interface roughntess
calculations of the imatrix element using the qpuntum confined scattering, sinci~the ln~aAsa/CaAs growth ttechnologyia UZOt as
kip wavefunctioni in the manner de :rbed'above for phorion well established as that for GaAs/AIGaAs nnd GaAi/AIks inter-
scattering. There ap ,pears to hena iiformationiriaablicon the face. More work~on ally icAtteritig is aso needed to determine

-lu scattering potentiol ASE foi holes in loGs/vs One pessi. whether ahigher upper Isnut than that used here is apprpriate

ble preirition is to take the difference between the band ___________________

energies of the constituent binary'coropsiuds, messured relaie
to the vaciiur~livel. This givies ii Q~ue'of AS-i 0.267eV. 'In
oui simulations we have also used the voaluesif AS =r 0 42eV 12 E N
deter mfnsirirally for electrons in InGaAs [0[ AS . 0267eV

20Op Mainm -AE 5042sV

Op 1-4cm-10

20

0.50

e - 0.75

Op IIan

Op 1-lees

4, In~sP tisucs I

0 0 .0 0.4 .0 NOI IG GaAs experiment I I~ . nG&Asexperimeat'[41.

'Figure 2 Total 77K hole-phonon scattering rate in the high- ThCot al-~ odlsi eds hoerpeet
est valence s'ibband: - GaAs/MAs,. -. - IGaAs/G.O-TeMneCzo-~ oe eciedaoerpeet
quantum wellst The labels marki the thresholds fur: Op I- valuable tool for an~alysing hole'transport in lo-type heterostruc.
1cm, 1-2em, 1-4em; optical phonion emission scattering into lures. Our simulations predict that the 77K phonun-limitesl
the highest, seconid highest and fourth highest'subbands re. drift velocities sod low field mobility mn a paeudomorphic In.
spectively, sod Ac 1-2, acoustic phonon scattering into the' GaAs/GaAs quantum well are significantly larger than in a lat-
second'subband. tice matched GaAs/AlAs well. Alloy scattering is important in

reducing the mobility in the lnGaAs system, but we aun t~ta
other, hitherto unidentified scattering processes are also respon-
oible, for the low values obtained experimentally.

Resuts ed Dscus~onWe wish to achnowledge E. P O'Reilly, W. Batty and
Figure 3 shows the 71K velocity-field charaicteristics ~for A C. G. Wood for their helpful advice and the provision of band.

GaAs lattice matched and InC&As/GaAs pseudornorphic bet- stuurda.
erustructures. Foi the In~a/vs system we have shown resultes tutr aa
calculated withut alloy scattering, and .ith alloy scttering pe:Reeene
teatissf 0 207 and 0.42eV. Thephoiic.limitid drift velocities O'Reil E P Semicond.Si eho A11(09
in the loGaAsquantumnwellare,as epected, cosiderably larer 12 illy ,Drmon ., sorn C Tecbes4 12 (1009) one
than the measured and simulated values in GaAs heterostruc. 12'zI JrrmodT.,OhunGCfchhr3adJne

tures. The simulated phonon-limited low field mobility is ap. B D Appl. Phys. 1e9t. 48 1670 (1980)

proximately 38000cm VI&
1

, which is nearly sin times larger 131 Lancefield D, Batty W, Croohes C G, O'Rteilly B P, Adarm A

than our simulated value of 6,400CM
2
V's'-1 for the GaAs well. R, Hlomewood K P, Siun ,darsun G, Nicholso R J, Emeny M and

Alloy scattering gives rise to significant reductions; in the drift W1teyuse CyRCatnPA aaf~Si nce 229 hea 12 (1990) o
velocity and mobility; we obtained moibilities of approximately (4) .ITeddy o M, Grey R(C1no90A0n)WohadJSers
1:5,0 and I0t0cm

2
's' -1With alloySCaltering p otentinis of S5 ariso Tc n d Hase J2 (19 i.Re.90) 196

0.267 and 0A42V respectively. Even this latter result issome 'A larso and ue Robo Pe ReN B a 13 (1970) d
32% larger than the highest experimental results obtained [21, 6) Marsh J 1t, Hbouston P AadIounPNQA o eae

and the drift velocities at higher fields are well above the eu. 17: ln Wosud T,51 tlP CNfeec Sries No. 10n pW2 (1001)rght
perimental values shown in figure 3, I lacontrot, the simulated S7 meioWTBosNauipDanWIadWrgt
characteristic for the Ga/vs quantum well agrees well with the SL GuAs asd Related Compounds. 1987 lOP Conference Series

two experimental curves shown, both measured on single Gas No. 91 psOO (1908)
hetterojunctiousi. The simulated low field mobdlity also agrees [8) Stlrmer It L, Gosard A C, Wiegmans W, Blonde) R and Bald.

,,ell with experimental dots, 18,9]. wi Mnde K EpL Payd Wean. W4 13 (1904).et.4 15 (95
The low mobilities observed experimentally in the In~a/vs []Mne n agWIAp.Py.Lt.4 19(O

system could be due to impurity scattering, whirls was not in.
cluded in our simulations. Hlowever, there in no clear resoo
why this proces should he any more important in the InGs&s
than in the GaAs quantum well. One process which mnay well
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The Numerical :Fouriei, Method for Multidinensional
Sbmicondudto 'De~ice bModeling

Chai fo Inegraed :Aelrad-4 S.. Eckrt
Chair for. Integrated -Circuits, Te hnical University, Munich, ,Gerrany

Introduu ti6n

High numerical accuracy is essential to achieveconver-
gence and reliable results *for iumerical modelsd ad- c
vanced semiconductor. devices. Physical effects sbch as .
impact io iization and local carrier heating ;ensively de- a i '
pend upon the carrier current density; which'i can be of
insufficient numerical accuracy in classical numerical mod-
els. While these accuracy problems cain limit the quality
of the results; possible convergence problems 'e of even
more practical significance.

A way to improved accuracy of the solution istheuse of m m I4 - -d.smeak4,- 4 k
higher-order methods. Spectral mcthods

'
cffe

r
lg infinite-

order accuracy O(e
"N) (N is the number of degrees of Figure I Spectral element discretization based on Cheby-

freedom) are particularly attractive. Recently developed shev polynomials (left) and Fourier (cosine) series (right)
algorithmsdemonstrated'th'e applicability of a spectral
Fourier-eries discretizatioii t; strongly nonlinear semicon-
ductor device problems (1, 2). Limitations of the spectral their series representations to exponential convergence re-
approach with respect to possible geometries and bound. quirements).
ary conditions have been addressed and efficient numerical To alleviate the restrictions imposed by the rectangu-
algorithms for the solution of the spectral equations devel- lar tensor-product mesh, spectral element discretization
oped. is under consideration. The standard rethod is to use

nonequidistant Chebyshev polynomials (Fig. 1, left), The
associated matrices are, however, not optimal for a nu.

Localized Sampling merical solution. The space domain matrix exhibits an
algebraic singularity at the boundaries (3], whereas the

In order to achieve high accuracy, locally fast variation of spectral domain matrix is ill-conditioned [4].
the state variables has to be sufficientlyresolved by the An approach using overlapping high order elements
underlying discretization mesh., Reasonable solution time using cosine basis functions and coupling the elements
can, however, only be maintained by local refinement of through source terms controlled by te function differ-
the mesh. A general approach is the use of coordinate ence between both elements (Fig. 1, right) appears to be
transformations and equidistant mesh spacing in the new promising, The associated spatial domain matrices possess
coordinate system. A special case is a separable (tensor- advantageous properties. Preliminary one-dimensional re-
product type) coordinate transformation, in 2D: suits show the feasibility of this approach.

0 °Volf Solving the Equations

Spectral accuracy is assured by using infinitely differ- The algorithm used for the solution of the discrete equa-
entiable mapping functions 4, q/ 6 C (i~e. by subjecting tions is of central importance for the cpu-time and memory

requirements of the method. In general, direct methods
Ys*end 41. Technology Modeling Associates, Palo Alto, Cab. (Gaussian elimination) are not feasible, since the system

fornia, USA matrix of the spectral equations is not sparse.
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Figure 2: Net doping'roncintration' in the JFET. F: lure 4: Hole current density.

Iterative techniques such as'incomplete.LU-decompo- Summary
sition can be 'applied t the spectral<domo in equations
taking advantage of their diagonal dominance and well- Basic functionality of the method has been demonstrated
conditioning [2]. Alterniatively, iterative algdrithras based in previous work. Current efforts address localized mesh-
on space-domain preconditioning of the spectral equations ing via high-order eement patching, effetive iterative so-
by a finite-differehie operator [5] can be used. This hybrid lution of the spectral equation's and refinement of the phys-
spatially preconditioned spectral solution 'is attractive es, irial ifidels (cnrgy balance equations) taking advantage of
pecially for complex multidimensional device models. th m't6od's high numerical accuracy. Comparison of the

method's properties to those of classical low.order space.
domain methods is being carried out.

Application
References

An application example is provided by a p-channel JFET,
LG°1, = 1.5pm. A drain-voltage of -0.1V and a gate- [1] V, Axelrad. Fourier approach to semiconductor device
voltage of +O.V is~applied. Fig. 1shows the doping modelling. Int. Journal of Numerical Modelling, 2:-31-
profile (p-area: lx101rcm-

3
,n-area: 3x10t

0
cm'4), Fig. 3 52, 1989.

shows the space charge density and Fig. 4 the hole current
density (j ._= 3,3A/cra-

2
). Contacts were defined in [2] V. Axelrad. Fourier method modeling of semiconduc-

the two corners of the device (0,0) and (0,L 0,) and at tor devices. IEEE Trans. on CAD, 9(11), 1990.
(L,, Ly/2) (i.e. source, drain and gate respectively) using
the distributed voltage-controlled current source model [2]. [3] B, Fornberg. An improved pseudospectral method for
The simulation was performed on a 32 x 64 point non- initial-boundary value problems. J. Compul. P ys.,
equidistant grid covering an area of 2pm x 4pm. 91:381-397, 1990.

(4] D. Gottlieb and S.A. Orszag. Numerical Analysis of
Spectral Methods: Theory and Applications. CBMS-
NSF Monograph No. 26. SIAM, Philadelphia, 1977.

(5] V. Axerad. A space-domain precondit;oned spectral
method for nonlinearboundary value problems, sub.
milled.

Figure 3: Space charge density.
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p GENERALISATIONS'OF THE BOX METHOD WITH-
-APPLICATIONS TO THE SEMICONDUCTOR -PROBLEM

W H A. SchildisI;Appled Mtthemsatice'Croup
Building WAY; Room 2 09

PO Box 218,58M MD, Elindhoven (L
ABSTRACT

'n this papr' 'epresenri thl~i i ethb -dss a mixed finite elemsent V... Rvu) (2)
rmethod weith asuitable quadr''ure. This inktire&ttio pr6vide' S3=a 2
way of defining a coninuou's citrreii density fo ihe box rnethod.'Also,
iii this way, higher order box methods can be derived which are suit- sn th ein0CRvrhsialb naycodtos emr

ahle for application to the discretisation of the serniconductor'device, that Poisson's equation as well as the continuity equations for holes

problem, and electionscan be' written in the above forms.
The ruine vaiional f jlnion of4 problm (1).(i) is: find
(u, J) E LipO x 1I(div,fl) iiali that

The box method is the cost widely~ersed discretisation method for Jf.71.7 rdOm ff v -ao V WEH(dIe;) (1)
the semiconductor device problem. The main reason for this is that it

yieds iscte~ur~ntcoseratin nd tilze 'uwinin~ b us~g where

the Sclrarfette&-Guxu eexpres ions for thelicrrent'deni jie. AuihrH(die'I) = {r E (L'(P~))1jV -r L(f)
reason for its use is tha t so lutions of the iesultirig discretesBy$em~sa, ti eiuw httepolm()()hsauiu ouin(,3

osfy the maximum principle (positive carrier concetrtations'l),if the L"(0l) x H(dir,fl), which is the wveak sol 'utsn of (1).(2).
underlying triangularimesh is of Delaundey~type. ,A drawbackr Of ths The ixed discretisation now consists of h~oosin suitable Sunite di-
method is that it does not yield a continuous expression for the electric mensional suhopaces VA r- L'(n) and Wh c H(div,n') and to restrict
field and the current densities, only components along the edges of the the probl-m (3).(4) to thes" subspcesi find (aa,-la) E VA x Wh such
meshesare given. Becouse of the latter, one could be tempted to thinh that
about the application of finite element methods to the discretiestion
of the seiconductor problem, Unfortunately, it is wellkn6wn thsA fJ 0,V, J~dO .s I f 0aR(uh)dO YohC EVA (5),
ordinary finite element methods, although frequently used in other
disciplines, do not poss iiy of the jiroperties listed above (although ~ -!J -a~ -r1 dO = V -f rVedO VrA e WA (6)
'opwinding' co Vachiismd, fox~am'ple, by using the streamline up- I Jo
wind methods proposzd by Hughes and Brooks, cf. [1]). The remaining problem is to construct suitable subspaces VA and WA.
Recently, mined finite element methods have been proposed for the dis- The Brezzi-Babusia conditions (cf. [5]) give sufficient (but nut nects-
cretisation of the semimonductor devico problem (cf. [21)).These meth- sary) conditions on these subopaces in order to guarantee uniqueness
ode differ from ordinary finite element methods in several respects but, of the solution of -8.fi.For triangular meshes, a clas of finite el-
mast importantly, they yield Scharfetter-Gumnmel type expresions for ement spaces have been proposed which satisfy thins conditions, the
the current densities ink a natural way and resulting sotutione'satisfy socalled Ramrsae-Titomas reeirnts (cf. [8]). The latter are v idety
discrete current conservation. Unofortunately, the mined finite element used in the content of mined finte element ditscretisations.
methods proposed have bees shown to be rather unstable (cf. [3)),
For euample, the solution of Poisson's equation will lead to unphysiznl
Oscillations in the electric potential 0. eves for t.-inngutntions without3EQIA NCOFTEBXM HD
any obiuse aile. The samne holds for the solutions of the continuity ND EQIALE O F TE MIX METHO

equations whenever a non-nero recomibination terisl pr' sent, Fur-
thermore, if obtuse angte occeur, the sretbod will'always, be unstable,
even when the underlying mesh is rf Delauney-type. Although at-. In view of the foregoing we now assume that the region n has been
tempts have heen undertaken to remedy this situation (cf. 13[ where triangulated and that the mesh is of Delauney-typo Because of the
quadrature rules are suggested, and 141 where new elements are intro- latter assumption we can associate, with each mesh point, a so-coiled
dar~ed), the latter problem has not been resolved so far. kar which is constructed by intersecting the midperpendiculars of the
In the following sectis we present a close of -- ud finite element edges of the triangles These boxes are sometimes termed the Voronos
methods which con be used on Delauney-type trraihular meshes. The polygons. Using these ice construct a new triangulation RIA of the
box method is shown to 4o equivalent to the lowest-ordjer element in domain nI, divide each of the?,Voronoi-polygons into trianglesr in such
'ho. dss. Becouse of this, a recipe can be gives for producing a contra- a wa, that the vertices of these triangles are the centre of the polygon

asas enpressioa for the electric field and the current densities from the and twa neighbouring estremal points 00 the boundary of the polygon
solutions obtained with the box dusretisaition. Furthermore, higher Thus, two of the three vertices of these new triangles$are points of

order extensions of the box method are immediate consequences of intersection of midperpendiculars.
this new renm of mined finite element methods, We now consider the mixed finite element method which mutes use of

the lowest-order ER-elements for the approximation of the fields and

2. MIXE.D FINITE ELE.MENT FORiMULATION current densitieson the triangulation HA1 and of the piecewise constant

OE THeR SFMICQNDUCIR aRB.E, pproximations of the potentials on a box In order to analyse this
method, we introduce the following notation. For roch mesh point
(xi, i,) we let B, be the ban around it and Tj', k =I,.., nt the triangles

We consider the following system of equations. of flA which are contained in D, Thus, we have that 'Ii = L4L t.1Tii
We define
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~~ by ~ w have ssos: that the Lester can be cbtai-i by apreasgtSe
11ss saceis panedby he asi fadism , wichircon~al integral: in the lanwux orsder ra-ebsd desesibed abore

0 onl other bo. Rtevial, that these fizcusocs .r not. -T070PLAmiS ItiFELS CtReP

spc pne ythe vector basis functions sj, which banre a conut
normal opnn equal to I aogledgof triangle in Ilk and zeroTh equirlase of tQe boss maen and a low-order mixi fisaie ed-

normal component along each of the other edges. 71box, the support ement-raetLbed .ym p iblinies forebtiigepesi o h
ofrj exsteids .se twotriangles. on ~eachrathese teiasglesri iisof the fiedis and current dessities inside the elemnzzu(remember that the

form.~ box metbod ony privdescmpon tsoieseciteedgs) Weu,01

k Y-ftl j We can use equationes (5) anad (6) for the test functiour which bave not

inwhich (eyibl~j) is the verse 4xo the triiasgeT opposite the edge j, yiet teen used in the &be, More speciSca!1 for each bz A~, wecam,
and lj the length of edg~ej. set up as3oneualfor the Us remaiing 11nkno110ns. nanmly
We will now show that the box method is eqniralent to this mixed the normal copnent of13A along the inne edges of the hex. In the
finite element method when a sable~ quadraturse is chosen. To this reutn i 0"u tka th alse fthe ompnens 44smp the
end, set up the mixed FEM equation of the form (5) for the boxi B,- outer edges of BA near for which we cant substitute exresin()

asiiell a th~e values ii. which hari *1:iad7 bL~a determnined. Remark
s -aO=f ~ad 7 hat these calculations iian al be oc~oally, Le. this can be coesid-

J~a. JJE.ened an a poetproeesing exevesse. Having obtained the vaines for the

Using Gretes thoethe fiethat uo = An th ,i remausining unknmowns for the box A~. we csa give an oxpression fir-
F'p"ty 3 inside the box- thus we havenprodusced an H(diuu ly)-aniction (with

of the lowest-order Rr-elements thasttheir noMMl Components 'alg .- -too ssma components over the edges, or the triaogies 2?*).
an abitaryhoeareconsant weobtin:This is im?;rtziit for adaptive runes, or for applications in whih the

fields and/or the current densities are ceescients in another equation

1114-- - -- mes.)( e)(,g. the temperaiture eaauioor the hydrodynisiic eqNos ). In

= ars(BJ~ui)the lecture we, will give anx example of thin.
whee ~ iohe engh o thedgof ~0 

hic coocies ithtiueszer The method just described for obtaining the fields asnd current densi-
edgeof he ox ~ ad JI'iothenoral ompoentof a aong tzes inside the box does guarantee csurrt conservation ons the boxes,

tha edge. buntnhti~geof hlattercabachind byc -

Next we we equation (6) for the , which correspond to edges shich sidering a mixed finite element method on each box B., in which we
4;qmidewit th Cenre dge ofB.. or achtringleT~i45 , nowm introduce piecewise Constant potentials on the triangles of la.

coicid wih ts ute edes f .. or achtron~e 70~Bthere is Th~s, there are 2n, reaining unknownsum per box. In order to have

(except at the boundary) anoither triongtle TY'i e Be' which. together. a well-determined system of equations for these, we imspose the extra
form the support of rs. 'Then we have. restriction that the average of the newly introduced u,' (value of pos-

f~iJdO ~ F oJa~jdOtential on Ti') is equal to the value u. calculated in the Centre of the
is AJ J~u , box;

1v a'sJ( A1 s~.A r+AZ .i V.-~ si o(B.)
d~i,)( 'J-).s 2A 2'fJJ2IuT, d This second way of interpolating the results obtained by the box

The latter integral can be shown to be equal to method does guarantee current conservation on the triaogles of Ifa,
and yields another approximation for the potentials.
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AX PFRX11A~iNEWlweC-jnsmOD FOR 'ruE SE)SiCONDucToR DzvzcE EQUA'Io.s

1(laus Girt er
~Karl-lWcierstrall-Insfitut far Mathematik.
Moheenste. 39,D-O-1086 Berlin-

Abtat- Solving the system,.z the stationary semi- solution of (21 ad new iariallsz,y~z beintroducedvia
conductor,- device. equations in thiree-dimensionts one is s= U+ Z, n=N(I +z-), p= P(l-l-z 4so
strongly interested to reduce the complexity of the pro-
!blem. An "pr iate decoupling of the electrostai 0 Aus = fi + p - n

tential and the carrier densities, motivated by siniulart,
petrain theory, wss introduced in [l~This reduces B(U)- + Y.( s- U)=

the problem to a scalar one and a two times two ste.- R(N, P) - &,,N(- - y)- RpP(z -
In many (majority carrder)'situations the changes in the
minorities are nriostly'determined bk the changes cf the, C(P)( U)
majorities - so that the: problem is reduc~l to scilar pro- CU)P + C. -U
blems. Typical convergence rates axe 0.2.0.02L Z3Ses R(N, P) -R,.N(x - y) - RP(z - z)
where Gummel's method shows slow convergence (MOS- i h orsodn etnlnaie ytm oiae

FET-ithcurrnt ut nt~vry tron reombiatin). by [2] and the connected convergence problems in (1) an

L APPROXIMATION FOR VAN ROOSBROECK'S algorithm was suggested -that should be understood an
EQUATONS - preconditioner decoupling the electrostatic potential and

The simplest version of van Roosbeorek's equations stil h arerdaiie (with (h. B.,R4p, bBB+
fitting our purposes -will be used - with a convenient s--a- R,, 4% = C. RSC=C 4,£ 1 =N)

ing one arrives at the following system of Poisson's equa- (A+ P+ N)z -Ny - Pz fl +f-A- AU
tion and continuity equations for electrons and holes: -F, + P_ - ,

-6+ &zs- bNy+ RPz = -B- R(NP),
-V - J.= -R, . = Vn - rsVu,

V J =-R, 4n =-Vp - pW inG, (1) s- z+ zRN=C R( P)

u~u, ~zi0
,p~

5 ~0 ,Choosing A ~ asan approximate inverse of A+ N+ P
u uo n no, = 9 onr.,one has the following iteration scheme :

Y-u+a(u-s')=r'.Jfr0,iss,p or. (A -+ b(NA-1 - E)N +, +
((k3. + hN)A' + R,)PzI~l = (3)

Here: G C le, I < d < 3, is a Lipschitrian domain -6_- R(N, P) - (k . + &N)11,
with boundary r = ro u r,, ro, r1 are disjoint, ro is
closed and has a positive surface measure, v is the outer
unit normal at any point of r; the-unknown functions ((. - P)A'1 - R,,)Ns/+, +
u,n,p represent the electrostatic potential, the densities ( +5,ii+ (E - PA-'))P.i+i
of elections and holes, respectively; 3,. and 3,, denote & + (NP)-C - Pf, (4
the electron and hole current density; R the recombina-+ 1,)-(a, & . (4

tion, generation ratio; f is a given density of impurities;
uo, no, p0 represent boundary values at ohmic (Dirich- (A + P + N) z'+'
let) contacts, ul and ct are given functions modelling (F1 +F_-F1+ N~i+I+ Pr+'), z0  0. (5)
gate contacts. Einstein relations, relating mobilities and --
diff'usion coefficients by a constant factor, are assumed, A is chosen ss = a diag[A] +N+P, a~damping paranm-

too. L~et eter. a = 0 corresponds to singular perturbation theory,
forna> I holds An' <(A +N +P)--' and a -oo is ,

Au= p-, ( 1h) = (~h) fauh d'i, a modfietd linearized Gdummel schemne."So in some neigh-
Au fip n jf,)=fh+ uhdi bourhood of the thermodynamical equilibrium one has an

B~~n'interpolation' between two conve rgent (in the continuous
Bun= C(u)p =-R (2) case) methods. a is used to approximate a characteristic

eigenvalue (a ) of A in those (small) parts of the domain
be the discrete version of (I) with h as test function of with n + p <i If, + p - ni - or with other words in parts
the discretiration Let (U, N, P) be a given approximateC where the singular perturbed ansats is violated and is + p
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krainiterations

Figurel: Drain and bulk'currel it-itviiiinihe genera- Figure2: Convergence, ratio IgA,A hrsax(U+'-11) Of

ton, 10 = 1.C -8A, Ub.i& U=,17- ='OV, Ug.. =-2V, the'ele. potential, Ua = i0-
4

UT, Ub,.,u U,,,, OV,

14 =p~n~) T-ln 0.86, 1.9,3.3 V, U,,. 217, is = p~is,p), damp.-
14 paramter a, ='0.05

should not he coimpared with 0 instead of a. (5) gua-

rantees the same smoothness for x as for us and should 4.6
not he simplified.4.086
11. NUMERICA RESULTS4.
The system (3) to (5) has heen implemented in ToSCA (2d '
device simulation program of the Karl-WeiirstraBl-Institut 38

fur Mathematik) in the following manner: The remaining Ig& 3.6
two times two system was solved by simple block forward 3.
backward substitution and one iterationi starting with the

majority carrier density and unmodified diagonal b'ocks 3.

RA- I +B(NA-E), (5,A- + (E- PA-') In cases 3 _________

without recombination andnegative / positive definite 0 -1 2 3 4 5 6 7

k . / C.' (valid for special discretlizations) this blo cks are iterations

regillar. Not any density or field dependence orthe mobi-
lities was included in the Jacobian, matrices and the tests

have been performed for different MOSFETs. Results for Figure3: Convergence ratio IgA of the dce. po-

an avalanche breakdown are shown here. Figure 1 showes tential, 'U0 = 10
4
'UT, U5,ai,= U-, = OV,

the current voltage characteristics. Figures 2,3 give in U4,.j. = 0.86, 1.9, 3.3 V, U9, 1, =2V, is= p(n,p), damp-

impression of the influence of the damping parameter a mg parameter a =100

at variou bias conditions. Figure 4 illustrates the weak
recombination coupling even at the highest injection levels 4

and supports the diagonalization of the possibly twoite- damc=..it 5e

ration processes. At lower current levels one itcration for
solving (3) to (5) is optimal, in the avalanche region the 3

minority carrier density must be calculated correctly and 2.5
the singular perturbed ansatz is violated. Together with IgA 2
convergence acceleration three or four iterations should be
sufficient to reach the ereoi ieduction defined by the outer 1.5

approxinate Newton process.I
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THREEDWiMENSIONAL TRANSIENT DEVICE SIMULATION
-WITH MINIMOS

oTTO -HEINREICHSBERGER AND'SIEGFRIED-SELBERHERR
Institute for Microelectronics

GiBhausstrae~i7--
Technical University Vienna, A-1060 Vienna/Austria

Abstract Transient simulationis an important method for the
analysis ofphysical effectssuch, as e.g.,the kinetic of

Our device sinmulator MINIMOS his ben.usedo'r the deep traps in the semi-insulating substrates of GaAs
numerica an dalsis ofitiie-dimensfEil'non-pli r 'Il- MESFETs [3][4], and the simulation of the charge-
icon MOS ET and GaAs MlESPE'T'stru~tuiies. Heie pumping experiment (interface trap kinetic). The deep
we present an extension of the pr6giam for the simut- trap model in GaAs for the donor trap rate-equation
lation of transient effects. This version of MINIMOS is jiven by
has furthei-beifi rhiiidd'by a nii, highly accurate
current iniegration method. 8 (NT - N,)
The, computational iomplexity of three-difihensional at =R -1P

transient simulations is tackled by preconditioned it- in which the effective recombination rates 4;p are
erative-methdds. We present efficientalgorithms and
their implementation for the solution of the large lin- = Ntn - e. (NT - NT)
ear systems of equations on vector and parallel com- 1 = cp ( - Nj)p- eNt
puters.

In these equations NT denotes the total and N+ the
density of the electrically active deep donors. C,,, are

1 Transient Simulation capture coeficients and enp are the emission rates [3].
An equivalent formulation holds fr the acceptor traps.

Three-dimensional transient simulation of MOSFET For the simulation of the, charge-pumping experiment
structures is necessaryto analyze both the influence of in silicon MOSFETswe use a model for the interface
time dependent physical quantities such as the recom- trap kineticgiven in,[2]. Assuming theacceptor type

-bination rate, and .three-dimensionabnon-planar. ge- of the interface traps with density DT, the.time de-
ometries such as the field-oxide transition. The current pendent charge-pumping current is obtained by inte-
continuity equations are discretized in space by the grationwith respect to the gate-oxide surface and the
Scharfetter-Gummel method and in time by the fully time (period length To). The falling pulse slope is as-
implicit (backward Euler) method. Time-step control surned to start at t = t:
is based onthe functional

W _7 TO f f

n ' ro

+ !(grad (,'+' -'))]df where NT (t) is the non-equilibrium part of the trapped
charge density, obtained by integration of the rate

The time-step n+. is chosen such that equation

NT() E(,D(~x 6(t, E) d
remains bounded. For the solution of the device .T (t) - DT(E)exp ) dE
equations the decoupled (Gummel) algorithm is used.
The convergence of Gummel's algori thm in the linear
regime is.accelerated effectively by least squares ex- avthtf NT (T)p() dr
trapolation for the, update of the electric potential 0.
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The timei interval 6 (t, E) is determined for i'given-E crete carrier continuity equations, thus making pre-
'by- the conditiojiEp (t -6-) -'bE 0. -Ail parameters conditioned itirative-metho6ds converge quickly. Apart
are assumed as spatial variables a1r'oirg' the channel sur- 'from the classical conjugate gradient. algorithm (CG),
fakce., r,,(E),deiites~ihe trap lifetims 4vhich-d d epind which is ued io solve the discrete Poigson and weight'
on-the energy:in ,the well-k6t~a 16]; function equation, we --use the conjuate gradient

Aselfcoissistess transient solution of thee quations, _squaredmethod (CGS) for thecrironnuteua
enables thie imulattinof the'charge-pumping experi- tions.

-4sent. This-facilitates a~propede-si of.thisiexperi- The convergencerate on5 one hand and the efficiency of
meat and the extraction of the spatial distribuiion and the implementation oni palll comiputers on' thi other
en ergy,-density o f the traps Sreated, byahot'~arrier in- is detiined to a Iarje extent by, the applied precon-

jC~~t~o~C . ditioner. mno~plete LU fatrrtoshave proven
to be a nearly optimal choice on~vector comfuters.

-We have carried out-,various implementations oivc
tot, supercompisters such as the Cray2anthFuis
VP200 iesulting in execution speds.6f more thani 100

-Atra solution, at'some timreitiP'has 'been, found a p
sttp 'th t, mia cu'n snerio. W- egaflos~ for the critical triaiijular solves of the ILU

prtconditio:er. isii basidvme by-the hyperplane-
have impleminied peeondtioer This'wic isas~ achseved -chosig wigt fncioh~wforeah~trrsinl ~ ad reodtn,tichniqu' using list-vectors. We!have in-chooing eigi T.andvestigated als . several- massively parallelizable precon-evaluing a volume integral instead of a surface. inte- tlitioners, namely- trnatedNuansrisndml

gral E~. fo thelecroncurrnt n-th temina Tticolor, incomplete factorir~ation pieconditioners.Exwe compute periments perfo rmed on- r massively, parallel architec-
.7,, ss~~dflture, the Consnection -Machine (1), indicatfe that an in'-

= ~ ~ ~ ~ ~ ~ C JtPw .z cmle atraton of the reduced syste matrix
n ~perforifis bist.

In this formula J. deiotesthe election current density
and R the recombinatio n r~ate. The functions ws" are
smooth* functions on fl. Thei' have to suffice, hm e References
nous Dirichlet boundary conditions, at all terminals

2',~ 2, nii-omo~nos cnstnt irihle bonday 1] lleinreichsberger, 0., "MINIMOS on the Connec:
conditions at the terminal .Ti and homogeho -us Neu- cretionce, Tech. nil Reort, Intie for9Mi
mann boundaiy conditions elsewhere. To obtain op- colcrncTc.Ui.VenFb 91
timal weight'function for e.g. the electron current on [2] Hofmann, F., Hdfnsrh, W., "The Charge Pumping
terminal T, we 'Minimize the functional Method: Experiment and Complete Simulation",

J[!!(gradw.) - w Rj dfl J.Appl.Phys. Vol. 66, 1989.
2 (3) Karushige, H., Yanai H., Toshiaki I., "Nu-

Thi chiceis otvatd btheexprientl osera- merical Simulation of GaAs MESFETs on the
Tin thoita igh mtede of acurcyfoerim nalb r- Semi-Insulating Substrate Compensated by Deeptiontha-a ighdegre o acuray fo teinial ut- Traps", IEEE-ED 3 15 No. 11, Nov. 1988.
rents is'achievable, if the gradients of the weight func-
tions are minimized in highly' doped regions of the de- [4] Lindorfer, Ph., "Numerische Simulation von
vire [5]. The variation of the functional above leads to GaAs MESFETs", PhD. Thesis, Techn. Univ. Vi-
the elliptic partial differential equation enna, 1991.

div (ngraduiw) [ 51 Nanz, G., "Numerisrhe Methoden in der rweidi-
whic is iscrtizd bythe chafettr-Gumel mensionalen Halbleitersimulation",o PhD). Thesis,

method and solved by the standard preronditioned Tcn nv ina 99
cnjugate gradient method. For the deviation currents [6] Sze, S.M., "Physics of-Semiconductor Devices",

thcao r euto ssovdo I Wiley, ISBN 0-471-09837-X, 1986.

3 Implementations

The backward Euler time discretization in general in-
creases the diagonal dominance of the linearized dis-
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3D NUMiRICAL. SIMULATION OF STEADYrSTATE AND TRANSIENT

PROCESSES IN-SILICON SZ1ICONDUCTOR DEVICES
A.IAAMSO B;S.POLSKY AND A.I.SHUR

ResearchIndtitute-of Mathematics~and Computer Science, University ofLatvia,

29;RainibBoulevard, Riga, U.S.SR..

Abstract'- Numerical-metbods-for-3D steady- The systemis written in noncalized form
state and transient simulation of'semiconduc7 'and symbols have ,their 6tandard meaning., The
tor devices are-cbnsidered.2These mfethodsoare expressions for mobilities /(n endfip
realized-in the detices simulat6r"'ALPHA 3

"
, according to Caughey-Thomas model are used.

which is'theextension of, our~previ6us'2D si- The recombination rate R includes thre
mulator "ALPHA' mechanisms: Sho6kley-Read-Hall process, Au-

.1. - ger process and the cumulative multiplicati-
INTRODUCTION 'on of free carriers under strong electric

field. The eff~ctive'intrinsib coh'entiatidn

The developmentof future semic6bductor de- n, depending on the bandgap narrowing is
vices with subrmicroh feature'size-requires cafculated according to the -formula of Slot-
the use of mathematical modeling for-the ana- boomor may be obtained from the solution of
lysis of charge transportin these devices the special equalibrium problem [73
and the estimati~n-of their electcical cha- TH AND

racteristics. The besaviurof a emi'conduac
-  

II. NUMERICAL ETHODS AND

tor device is'described-by a nonlinear system PROGRAWIMPLEMENTATION

of partial, differential equations (drift-dif- The numerical solution of-drift-diffusion
fusion model).In general case'these equations equations is carried-out, by a-finite diffe-
cannot be solved analytically-withoutvery rence method. For electron and hole current
hard simplified assumptions such as one-di- components 'Scherfetter-Gumcl approximations
mensional approach, constant' mbilities, [8] and the standard seven-point approxima-
charge neutrality, trivial doping profiles tion of Laplace operator are used. Steady-
and so on. Since for modern devices these as- state problems'are solved by decoupled Gum-
sumptions are not valid, therefore numerical melts method (9] , in which linearized Pole-
technique is the only tool for obtaining the son equation and continuity equations are
solution. iteratd-sucdessively (external iterative

Effective numerical methods and related process) until the self-consistent solution
software for 1D and 2D simulation are-deve- is obtained. Each-Gumel!s iteration requl-
loped in the present time. On the other hand rea the solution of three linear -systems of
for small devices 3D effects may be quite es- elliptical difference equations.-Por this
sontial as first-results of"3D analysis-show purpose iterative methods LIO, 11jare used
[1-6]. In the present paper, our experience in (internal iterative process).
the field of 3D simulation is given. The nu- Absolutely stable half-implicit scheme (12)
merical methods for steady-state and transi- for the analysis of transient processes is
ent analysus realized in the silicon device used. In this scheme the determination of
simulator "ALPHA-3" are described, the potential of electric field is carried

out in two stages. Pirstly the total current
II. MATHEkATICAL MODEL continuity equation, which is the consequen-

ce of (1)-(?), is solved and the predictor
The physical behaviour of a semiconductor for the potentiallaobtaned. The final value

device is described by the following drift- of the potential is determined from the sta-
diffusion model: bilized Poisson equation. The automatical

a- n (,) time step selection with local error control
/ ,/. (1) +is realized.

Above mentioned methods are implemented in
'rip-R . ---n) - (2) the-device simulator "ALPHA-3", which is the

Eat extension of our 2D simulator "ALPHA" [7].
a =n-p-N, N=AQ-N , (3) CPU'time for one Gummel iteration on the

• grid with 28-28-18 knots is approximately 3
min on the soviet mainframe ES-1060-(Imips).

nvv-nv~nl , (4) Depending on the injection level from 5 to 0Gamel iterations are reguired for the calc -
lation of one point of ILV curve. CPU time

Yp =-p '--p( VS*P -pPffdle), (5) for one time stop in the transient analysis
P is also 3 min and 200-300 steps are suffi-

cient, for the,simulation of transient pro-
(6) cess with the tolerance 10

3=4 +Yp + d (7)
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COMPUTER AIDED ANALYSIS OF METASTABLE DECAY
REACTIONS'OF IONIZED VAN PER WAALS CLtU STERS

Insitu f~ InenhyskP. Schejer and.T.D. Ma~rk {
Instiut ffir Ionenphysik, Universitit Innsbruck, A-6020 innsbiuck, Austria

Abstract: The computer aided mathematical treatmentof two Results: Magnera et a /1l/recentiy reported that N 2-chuster ions
proems connw6d with the metastable decay of ionized Van do not onty lose 6e mon mer, but depending on the cluster
der Waals (vdW) dusters will be presented here, One is the nine they ohuerved well structured decay patterns For example
mathemahcal treatment and analysis of sequential decay series N cluter iO i ateloosingwitu high pibab i ty 2 I . 17
in nitrogen lusters in order to allow the meaningful and 22 monomersThey culd todete'rn ine whet re these
determinaton of decay rates. Secondly, we developed a monomers are lost in one step or-sequentilly. With.the above
computer program to fadlitate the correct interpretation of mi'tiofied technique we were able to demonstrate, that all of
metastable duster Ion spectra allowing to exclude aftei 'thse decays are sequetlat/21.
identification all possible coincidences. The next step was Ito develope, a program which allows to

Ievaluate from ieexi eritmeaol data appirent te ay rates The
Introduction Small atomic and molecular aggregates (clusters) following, set of coupled differental, rate equations are

are of Inlerest both from the point of view of basic and applied describing these decays:
science. Clusters are seen as a link between the gas phase and
the condensed state. Van der Wads and especially rare gas dN0(t)/dt -- k60N(t)
clusters are rather simple systems and therefore also accessible dN1(t)/dt - kON0(t). klN(t)
to theoretical treatments. Careful observation and
(mathematical) analysts of metastable decay reactions of dNi(t)/dtl kjlN,(t)
Ionized vdW clusters allows to draw conclusions about
stability, structure anci Internal energy transfer In these The solution of these equations is very simple leading to
systems, exponential dependencles, but the actual calculation of the

decay rates Is only,possible with a numerical method For
Experimental Method: Neutral clusters are produced by example for the (N2)5

+" 
the fotlowing decay channels can be

expanding pure or seeded gas through a small nozzle Into a measured;
vacuum chamber. The ensuing supersonic beam passes a
skimmer and Is crossed 10 cm downstream at right angles by an 5 motherslgnal
electron beam of variable energy. Ions thereby produced are 5..>4, 5-2.> 4,
extracted at right angles to the plane of the neutral cluster beam 5-1-> 3, 5.2.> 3. 5.1-> 4 -2.> 3
and electron beam, accelerated to a typical energy of 3 keV and 5.1+> 2 5-2.> 2, 5 -1> 4-2-> 2 5 .> 3.2-> 2
mass selected In a high resolution double focussing mass 5 -1.> 1, 5 -2.> 2, 5 .- > 4.2.> 1, 5 .- > 3 -2-> 1. 5-1-> 2-2-> 1
spectrometer system,
Important for the present studies of metastable dissociations is 01r S -i- 4 9.,ds k a deuy o (Ns' lno (N2)41 i t rest nt" f-e
the existence of two field free regions. The first one between the SIM Wod ..1> 4.0-0 2 , 2srs W A ftoqwdu dmay wheet (1,,* deays to

end of the acceleration and the entrance slit of the magnetic ft4+1ooasthftd At= ontmoaodby dwa yod ty(N2)4+ into (Na+
field and the second field free region between the two sector tsoaieossea tt lfk .
fields, A possible metastable decay of an Ion (mass mlcharge
ql) Into (m2,q2) can, be detected either In the first field free It general for a n-mer 

1
/2 n(n+l) experimental data are

refion by tuning the magnetic sector field to a nominal mass therefore available for the determination of n variables, Every
m .(m 2 I/q 22)/(ml/ql) and the electric sector field to a measured decay channel isleadlngto one exponential equation,
voltage E ..E(m2 /q2)/(m1 /q) (with E the voltage ot the le, In the 5-mer case leading to 15 equations for only 5
electric analyzer for direct mass spectra) or In the second field vanables,,Ievertheless, using a combination of a Causslan, with
free region by tuning the magnetic field to m1/o I and the a Monte Carlo method it was possible to obtain decay rates,
electric sector field to E*-E(m2/q2)/(m/ql), In the present which describe the experimental data very well, ie,. using the
study however, we used an additional technique to study the derived decay rates it was possible to calculate the Ion signals
occurrence of successive metastable decay series. In this for every decay channel in good agreement with the
alternative mode of operation it is possible to detect a decay of experimental result. Table I shows the results in case of (N2)3+

(ml,ql) Into (m2 ,q2) In the first field free region followed by a
sequential metastable decay of this (m2,q2) Into (m3 ,q3) in the Another problem in dusterphysics is the occurrence of
second field free region by tuning the magnetic sector field to a coincidences, In direct mass spectra of analytical chemistry
nominal mass m* - (m2

2
/q 2

2
)/(m11ql) and the electric sector coincidences are a well known problem In particular when a

field to an electric field E.E(m3/q3)/(ml/ql). sample consists of many different hydrocarbons, the mass
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spectrometric fragetto pttern of the organicat molecules TWOe C-oineosi m -tasibe wid- Aom 5 Datono. AE =5 Volt
awe very muh el~~~3/. Th, stitsonb cn even .. = .

worse if-one is using clusters. Table 2 shows'a; an esample onlms soDlos oia etrfedE=40Vl
someof thie coinddinces ofpropane and tubed, CO2.H 0 - n ia asi*a2GDlonmnlsco il 0

1
ot

clusters ~ta nominal mass of 100 Daltois. Arn(O 2)ir example m
For the lintficatioji of metastablepeahs (which is even more A,,O2O .1., blWM 39$.829

difficult than-dit~t s'picia)_ in~mtugietic. sei-fdtiia's .ei= 4 .t1 -02W~) 900 39&8029
spectrometer -systems up to now a hokb eOo n ova40ous

S, coworkers /4/ could be usud containing a list of all possibl'e Anq- (qu4): example mn
decays up to a mass of 500 Dallons. Beie "hfc thatit Is not tAos'2056 442
very cuioest to search for a specificidecay Ini this btukthe A,5 :.~ 19~ =moo 398,50

mnaximom mass of 500 Dalts is much too small for -thea tO ddeii
willh clusters. We hive developed a tiew computer Iprogram (C3H10sn example m*
(CLUSTER) which allows to calculate all the posi decays foif (c0lC tO 9lCteSow 45.

acertain cluster series (also mixed clusters and multiplyI- 31 1W 2lo 39.7

charged ones) and to list them itca file or on a printer. This
program also lakes lotst consfderutbon all the possible nominal mass mn a.500 Daltors, nominal sector field E*400 Volt
fragmentations of molecular monomers For Instance, for mixed
C02-HZO duster there are 9562,476 possible metastable decays Aen( 2)mr -1 eapl Mos EM8
of duster ions upsto a mass of 1000 Daltons TableS 3illustrates A~cO+,24 Ar(0Op 5"400 397 44

f '1' teItons possible coiniecs, gvno h so~itvidom
poloterieadoutof tis'new iirog;am (CLOSTER), Ar.q

0 
(qo4): exs'ausple m* E*

At:.lo01 * sqi 308.829

AckiioWle-dgement: Work supported, partially by the is ts 0 oddiw
5sterrelchlscher Poinds o'ur Fdrder'i'g der Wissn ,schafttichen (~i)t eape ~

Porschung. iC3")i11C*.-- lltsi 4941M0 30934
lC9JlSC2tI 4-3; C3 8oliaCf* 13912 405919

I References: totntt06ov4teo
/I/ TF Mvagnera. D E David and 1 Midst; Chem, Phys. Lett, nomnal massmSooDatoss, nominalseer ioeild C 400Vot.

li23( 1986) 327'o
/21 P. Schelerand T.D. lvfrk Phys Rev. Lett, 59 (19M7 1813 A,.0 2).0. example m* E
/3/ i. Brnnee and H-. Voshoge; Verlag'Karl Thiemig lOG A~lsn oAt~ 005 43

M~nchen (1964) 69 tttl~utw
/1/ *l 1I. Peynor% R.A, Siaunerr and A.E Williams,, Elsevier Arno~.(qo41y no coincidences to this winow found

(165 ( 3 is).l esample mn If

(CNttl15  -2-- (C3 l1014C* $04 co) 550.139
Tat I: Comaioo mtsiblelacfosoltb eAsuteddeeyso(2)* inttl5crd

dastoitos he, calculate) data uingeithe esaloited decay sts

Decay chaumel eseimtt1 catculated ddftien
m t:tte fact," mta loi

3.v3.2.c2 1.41252% 1,41312 N 0006%
3 .1.> 3 V1, 000674% 00076% 0020
3.l-oZ2--2 8.47512 % 8047537 7 00005%
3..,2.2.>o1 0100411% 0.00161% 090=7%
3 .1.> l- , v 0080% 005414% CIO=7%

Table 2 Coluddee of propoe, aod mixed C02 "120flusters 1rk the direct
spectimat a roml" mas toeharge ratio of t00l~altons.

from (C31 0A frmlCO2)1tlaO)1.
(C314h3C (CO2ZC
C3t40(Ctl5) (120)4C0
C3H40Ot(C"2lzQt3  C0(Co)2
C3113gitlhz(C3 l 11200A011:12

CAlCC1t2(ClIA 1120C4(Otth
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RANDOM- NETWORK MODELS OF AMORPHOUS
TETpHEDRALLY BONDED SEMICONDUCTORS-

F. WOOTEN*

'Department of Applied Scince, University of Calif6rnina,-Davis, CA 95616, U.S;A; -

and

D. WEAIREt

Physics Department, Tinity CollegeiDublin 2, Ireland'

Abstract. We describe a computer. algorithm that as random network structuies.Ideally such a struc-
generates models of covalently bonded amoiphous ture is a' welldefined networkIof nearest-neighbor
semiconductors that are characterized by tetrahe- bonds, which may be analyzed in topological terms,
drally coordinated random networks, the prototyp- for some purposes. An algorithm has been de-
ical example being amorphous silicon. The starting veloped based on simulated annealing and 'bond-
point is a supercell in the diamond cubic strue switching (illistrated in Fig. 1i that successfully
ture. Periodic boundary conditions, are -imposed models the homogeneous region that is believed to
so as to eliminate surface effects. The algorithm be representative of the bulk material in a-Si [1,2,3].
uses an elementary t6pological rearringement that We are not attempting to directly model the phys-
is randomly and progressively introduced into the ical processof equilibration, hence the-method has
diamond cubic structure until a' random network much in common with the method of simulated an-
has been generated. This is followed by an anneal- nealing described by Kirkpatrick et al [4]. Such a
ing process that alloWs to'pologicalrelaxati6n of the model, and"the process for its generation, has been
structure, leading to a structural model that is in given the name sillium [3,6]. The topology of sil-
good agreement with experiment as determined by lium is characterized by a distribution of ring sizes,
the density and radial distribution function. We including a large fraction of odd rings.
have recently modified the algorithm so as to gen- There is considerable interest in extending the
erate networks having only, or mostly, even rings, computer-modeling of amorphous structures to
as would be expected for a-GaAs. In anticipation of such covalently bonded materials as GaAsl For suchthuc cikelihood bonde maeil asw Gadd Forg suchman fthe likelihood that a few odd rings may remain a- binary compounds as GaAs there can be only a few
ter the annealing process, we have begun a program "wrong bonds" (Ga-Ga or As-As), and in the ideal
to quantify and visualize the topological defects. w rong boness ould b e noowro g b ond and th e ol

case there should be no wrong bonds and thus only
even rings.1. INTRODUCTION There are algorithms that ensure the generation

of an even-ring random network starting from a net-Covalently bonded amorphous semiconductors work with only even rings such as the diamond-
such as amorphous silicon (a-Si) are characterized cubic structure, but the bond switching mechanism

*Supported in part by the U.S. Department of Energy is a bit more complicated than that of Fig. 1 and,
and Lawrence LIvemore National Laboratory under con- what is more important, it introduces much more
tract No. W-7405-Eng-48. strain into the network. One of these methods has

Supported by EOLAS (Irish Science and Technology been described by Rivier et al [5]. However, the
Agency).
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t Rivieirnddefland a similar. modeli thatwe hive, ing continue until the structure factar is of roughly,
Ugeiietratd byo iolt6e=over a& period bf somefivel equal intinsityfor .ll q-values.

Y e f Y gargj 4gomr dis ort ons Every tiAewiioobonds are switched;, the. struc-
w i .... 'qui"t -,unp, "siture is relaxed by the meth6dof Steinhardt.etial [8]

It seesnis tha the polspect for the copiiuter to the geometrical configurati~othat minmizes its.

generatioxn of an eyen-rmg,model may-be to return enero~as.given by the;Keatinig potential [9].
to the simplicity of th60-o il bfbndswithch of Fig.
1 but modified bya weighting factor to biaiag ainst

of afi idili6d6dl~of tlii h6mogen i bulk reL.
ginof I~~il si~~~ aA i."Onthe other hand;

even aimidel withf jst afdw odd rings 6tild be of(

interest, 6s"the &6icaia'iclisibn I! ofdd ,rinks is"

nt unexpected as atoblogicil defect in ieal ruc:' 4

67

U. SILLIUM'

The geieration of sillium has been thorbughly
described in.earlier publications [2,3,6]. Hire'wi
present only a brief de cription of the essential in-
gredients.

The starting point is a supercell in the diamond 8

cubic structure, subject ,to periodic boundary con- 5

ditions, that contains enough atoms to provide a 4
model of reasonable size. We' have used supercells
containing from 216 to 4096 atoms. 6

The starting crystal structure isthen disordered
by a sequence of randomly selected bond switches, b

as illustrated in Fig. 1. The bond switch illustrated

there givs tlhe simplest topological rearrangement Figure 1: Local rearrangement of bonds used .to
that preserves tetrahedral bonding and'intrdduces g
the minimum possible stiai: intwthe ntwork. It generate random networks from the diamond cubic

t tstructure. , (a) Configuration of atoms and bonds
als6 introduces 5- and 7-fold rings into the other- inthe diamond cubic structure; and (b), relaxed
wise perfect diamond cubic structure. This process configuration of atoms and bonds after switching
of introducing topological disorder is continued un- 1-bonds.
til, there is noremaining memory of, the original

crystal structure. After the network has.been randomized, further

The most stringent test of any remaining long bond switches are randomly selected on a trial ba-
range order is the structure factor IS(q)1 associated sis. The switches are accepted or rejected accord-
with those reciprocal lattice vectors labeled (111) ing to the usual Monte Carlo prescription: They
for the diamond cubic structure [3,7]. The structure are accepted if AE < 0; they are accepted with
factor is initially of zero intensity for most values of probability p = ezp(-AE/kT) if AE > 0. (The
the reciprocal lattice vectors for.the chosen super- Monte Carlo prescription is actually followed from
cell. It is nonzero only for someq-values appropri- the outset in most cases. That means the original
ate to the smaller unit cell of the diamond struc- randomization is carried out at a finite temperature
ture. The introduction of disorder redistributes the [3] ratheithan the infinite temperature implied by
structure factor among, all of the q-values of the the randomization process described above. This
supercell. We require that random bond switch- takes a bit more computer time for the randomiza-
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tion~proiess but'leadstoesshighly-strainedran plete circuit., Sincethereare N(Nrl)!/2 possible
domized:startingstructuresand, iducesthe ot- route if Nisijargej the probability t he route
timpe foirnerstin-a satisfa~tiry~rn94l.) is- e'irim~t i'im , esentiallyzeio. -Oneh-s

It frequentla certainly found apnetastble state

cebs that tsiuctiiie'wilibe tappdd iuha metastable, to depict suh a state graphizaly (10].
state from which oi6 aloded bond switches will lead,
directly to a lowe r .energy. The Bbltzmafin factor VY..EVEN.-R.TNG'MoDELS,
-is essential in orderto pro~vide an escape :iecha-
nism from these local minima. It does this by occa- .04s is theprotot'pical' binary covalent semi-
sionally allowinga' tra"nsition to asomewhat more c6nductor. I n the idealied 'amrphus form i't is
strained state from wh h another path to lower en- assurmed to be characteriz6d iby a.andomnetwork
ergy states can be found; havin o,e., ri.g; but,it is- otherwise

T s .. . e btaken to.b;,e .uvalent to siium, that is, it has no-
The structureis.annealed byenerating a se nlingbondsempoyspiodic~boundary.condi-

quence of networks while lowering the temperature tintions, and is "generated- by" the same"'simple bond',
in small increments. Typically, We require that at , a ie pl b

ach temperature _thre.be ias many actual bond switching mechanism.

switches as there are bonds,i n order to'achieve Clearly something must be added to the prescrip-
equilibrium. The result is a model that, for sil- tion for generating models if only even-fold rings are
icon, always agrees'very well withexperiment as wanted. We have attempted to accomplish this by
determined by the radial distribution function. including an additional term in the energy of the

structuie without modifying the Keating potential
Ill. THE TRAVELING SALESMAN it~elf. The additional term is an effective energy

that is proportional to the number of irieducible

It is illuminating that, the algorithm'we have de- 6dd-rings. In practice, we have thus 'far counted

veloped for modeling a-Si can, with trivial modifi- only 5-fold rings. We'expiess the energy as

cations, be used to find a ieasonable solution to the E = Eleaing + OR6
traveling salesman problem [10].

The simplest version of the traveling salesman where R s is the number of 5-fold ringi and q is a
problem is this: A traveling salesman must visit N parameter to be'optimized by (computer) -experi-
cities and return to his home base by the shortest ment.
route. 'His possible routes of travel and distances The.onIy place that R5 actually enters the mod-
between cities'are given'bya road map. The algo. eling process is in the Boltzmann factor. It biases
rithm then treats the cities as atoms and the roads againstI the introduction of 5-fold-rings. Put more
between cities as bonds between atoms. The energy positively, it favors the elimination of 5-fold rings
in the Boltimann factor becomesa path length'and that are ijecessarily introduced during the original
the - temperature becomes a pieudo-teniperature. iandomization process.
(There is, of course, a question of how to inter- We havechosen not to count 7-fold and'higher
pret the temperature evert when modeling a-Si, but Wehv-osnotocut fldadigrthe conection with a eal" temperature is at bt rings for two reasons: It is very time consuming

theconecton it a rea" tmpratre s a last to count large rings; and, many higher odd-fold
qualitatively and conceptually direct for that case.) rin are rings an hus ds-rings are reducible to 5-fold rings and- thus disap-

Unlike the three-dinensional netwbrk needed to pear when the associated 5-fold ring is eliminated.
model a-Si, the closed patli connecting N cities is To understand how 7-fold reducible rings may
two-diniensional. This makes it a simple mhatter to disappear when a 5-fold ring is eliminated, consider
expicitly d emonstrate a metastable state, what is meant by a reducible ring. If there are two

It happens that in the course of switching pos- atoms on the ring that are connected by a shortcut
sible~paths between 'cities a route-is occasionally that does not lie on the ring, the ring is reducible.
found such that, given the rules of the algorithm, A typical example of a reducible ring'is a 7-fold ring
there is no single switch in paths between cities that made from a 4-fold ring and a 5-fold ring that share
will further reduce the distance traveled in a com- a common bond. The outer 7-fold ring, consisting
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of all theatoms fromboth the 4-fold and 5-fold ring. deredstructures,,including the kinds,of amorphous
and, all'the l6nds'from those rings except the one ninodes whose generation has been discussed here.
shared in common, is reduced b theycu n o6 nd ' b b
shared by the 4-fold and 5-fold rmg.;F6r thaca4se, VI. CONCLUSIQ)-
eliminating the 5-fold ring by, say,, cinrting ii t6a
6-fold ring, also eliinates the reducible 7-fold ring Historically,- the study of random structures (e.g.,

bliqids)hasimainly coicentrated on various distri-
We have been succesful'in eliminating at~leat. 'buti6'. functions that express geometrical proper-

85% of the 5-fold rings usually present'm a random ties. In cbmmon with some recent problems in mag-
network structirel like sillium: -Webelieve it is~pos- netism (spin glasses, etc.) the study of amorphous
sible'to'eli inate nearly, odd rings with fuither semnductors whaboughttopological properties
refinements in the algorithm.. toth foie; Whilethe'search for;,direct'probes of

topologically~deflned'iquantities has proved'rsrt
V.,RIVIER' LINES- ing,iiijici&(despit6 siveral:jgod ideasin prin-

cipl),' thlet'opological apjioach to model-building
-In anticipation of the likelihood'that all odd rings and structure analysis remains-a 1source of fascina-

may not'be ii oe& diiig &the'annjaling rocss, tion to the theorist and stimulatidi to the exper-
and thus that it would be desirable to characterize imenter. The work',desribed here highlights the
the topolIogy-of the structureassiciated with the topological aspect, while respectingthe constraints
odd rings, we have simultaneously begun a piogram upon realistic geometrical arrangements.
to quantify and visualize the topological defects.
This program is being carried out in collaboration IREFERENCES
with J. Koch and will be described in detail in work
to be published. 1. F. Wooten'and D. Weaire, J. Non-Crystalline

The essence of the program is that all irreducible Solids 64 (1984) 325.
rings in the structure are identified and triangu-
lated. Each triangle is identified, numbered and 2. F. Wooten, K. Winer and D. Weaire, Phys.
stded alcog with tri parity of thenptidnt ing. A Re. Letters 54 (1985) 1392.

cubic grid'of pointssis defined'with a mesh scale 3. F. Wooten and D. Weaire, Solid State Physics
finer than the' stiuctu're of the random network., A 40 (1987) 1.
search is then made for a path that lies on the grid
and which passes through only odd rings and either 4. S. Kirkpatrick, C. D. Gelatt; Jr. and M. P.
makes a complete circuit, ieturning to the starting Vecchi, Science 220 (1983) 671.
point, or extends to infinity. TIhe latter is possible 5 N.Rivieri D. Weaire and R. de Riimer, J. Non-
here because of the use of peiiodic boundary condi-
tions. We refer to these "odd lines" as Rivier lines Crystalline Solids 105 (1988) 287.
after their promoter N.-Rivier [11]. 6. J. Wejchert, D. Weaire and F. Wooten, J. Non-

We' have found the two Rivier lines that thread Crystalline Solids 122 (1990) 241.
their way through the four irreducible 5-foldrings 7. F. Wooten and D. Weaire, J. Phys. C: Solid
and the four irreducible7-fold rings that are created State Physics 19 (1986) L411.
when a single pair of bond switches is introduced
into the otherwise perfect diamond cubic structure. 8. P. Steinhardt, R. Alben and D. Weaire, J. Non-
These lines are easily found by inspection and thus Crystalline Solids 15 (1974) 199.
make a good first test case of the correctness- of
the computer algorithm. One of the lines circles 9. P. N. Keating, Phys. Rev. 145 (1966) 637.
the'bond between itoi I and 5 in'Fig. lb. The 10. F. Wooten and D. Weaire, Key Engineering
other circles the bond between atoms 2 and 6 in Materials 13-15 (1987) 109.
Fig. lb. Each Rivier line passes through two irre-
ducible 5-fold rings and two irreducible 7-fold rings. 11.' N. Rivier, Advances in Physics 36 (1987) 95.
We are now testing the program with more disor-
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A'TOOLgFOR'iROCESSAND DEVICE MkODEING INTEGlATED IN A DIESKTOP, ENVIRONME9T.,

Yi~is 4MOREAU - Dj -'ila SEIMI
Centre d'Electroitiqui, de MONIPELLIER

(Unitd associde C.N.R.S. 391) - Case Courtier 084

Univdrsitd MONTPEILIERScenoei(El'
- 34095 -MOMflELUlER CEDEX 5(FRANCH)

of 

a 

local 

doping, or

specific onessuhateed fcmuainoalol60gr
.AiISTLtAC the convergence of the iterative computation of potentialsand

charge
*The d'm'elopheit ofjernil-condidctor deviccs inivol('ea several

iterations of trial and error in thefaheication until a specified goal DVC DTN
intrenis of design conditidns iriac eaplcaidun of device EI IU i
models can now decrease the numbler of trial and error steps. The The description is 'made through the uso of the moose in
reflection aceompanymng the development will be more productive *paintin;' the different zones of the studied device. This oasrusnif the modeling tools themoelves do'not require too much is consistent with the traditional-work done with~lrawing
attention. We have'developped a software package whose aim it sofiwares suicht as Mac rsw"', Mac Paintlm... the" colors* of the
to be used as easily as a usual word proceasor. palette are here substrate Nor P, oxide, xisntact diodes, gales..

or dopant implanstations' 'to allow precise description,- scaling is
'INTROPh1CTlON provided and coordinates in run irsdisplayed while the user is

- drawing or modifying his zones, The zones are defined for the
New technologies aplied to sermcorsdutctor'structures imply softwire, as polygonal objects with information on position,

more and more complex behavior related to bi-dimrensional effects geometry; type, flags .. and with specific dsta. All these objects
and irregular profiles in mintiaturized layers. Traditional analysis is are chained to fornm a list which is the studied device. The device
often based on analytical enpressions derived from solutions of isculed with the window in which it is drawn and with a file
simplified models (often in one dimension). and so, becoe less whr= t can be saved for later use.,
and less adspted. Numerical simulation apr as a precious iool
for analysis and, development of to-day's electronic Figure I shows the computer scecen with the palcite. os the
momponentslll,(2,1, its use definitely is becoming widespread, left, the drawing window. and three result windows (List, pler er
however, it appears that the closed form formulation is still widely windows) after computation of a local distribution of dopants (see
used: two reasons can be invoked to "xplain this: neal puaragraph)

4(i) the physical interpretation based on the influence of each
observable parameter is relatively, easy to extract from a formula,

.(ii) the use of a software tool needs a time investmnent in n rihtuer neei osqp itoos e puioti~els
learning which cannot be always afforded by the product DAI WS stistre
designers. iaz!osrur

Keeping in mind these reasoss (difficult man-maschine sits ~ ~ & s
relationiship), we have developed a software tool that can be rn ~ui sro
on a personal computer, its access being comparable to present
word processors: It is'implumenled on an AVple Maclntoshm ::

copter and takes advantage of its editing facilities and user- " n'
ftenlyaproch mnuwindowsr'mouse 'click and point' tetes'e' 5105.055t

opeatins..Th usr-fienly approach has to be developped on
fbet sdsothnueI modeling : inputs (edition of the
device) and outputs.

BASWIDEAS,

Rather than a coupling with a preprocessor and post processor
(as in traditional procedural device simulators), it is a complete
software with ceveral mixed parts : edition of the device, 2-D
simulation of diffusion processes and 2-D simulation of electrical
behavior (electrostatic potential and current). Graitbic control and
questioning the computer is made available during all the phases
of simulations. The basic mechanism is an 'event loop' (as i
usual productivity software) controlling the instantiation and the
treatment of data tructures, Object-orientedprogramrisg lideas
have guided the development of thin software. Events are of
different kinds. the traditional ones such as general mersages Wo
windows (mouse clicks to scroll, to mosve, to close ... ), drawing figure 1:- The computer screen,
actions, menu-conmmands, user's answers to dialogs, as well as

ITln sotware has been~ developed In lstol Ce versbon 4 whtch
suppasto oblelc oslesled progrsamig (done to Co+).
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U Iscae ingloatin.Remhsare eas nlynslerblto
PRbCPFqg SlIMtrA770*4 wotoesss al.et or Of h tadtoa

mie software scans the structure to find zioce concerned by
the PI ocess sinaioui pure doping iisplamts and coirWcs.A X11S

dealed2-D poie bas to beevilnasted M2 lyfl I 3p! A--t hi S Ibsofwrtolecuefis naivaas Lddoetruhadffusion process based on the umeical: hssfueto ecueo t nutv
rmFAwofbss dierbarZc nomlznreah cti meWi p ork ayeuued in a g re vatyof
Forea zonre diffusion parameter values such as sipsree tuations: besides teaching anid demonstrationts of-device
tendalcoeilideare proposed t teuer(by"dogu)id behavior, the designers cars measure the inllserce of a
cans be austed -The software is ableto build a finite difeae Imaae.lo t sbdnrsorlefcs hosaito-
system of equation which modelsthe diffusion of the dopantins spdous; onalearning how toumeh toThe tuurOf the
the local areas muodft eimplan.Ibis depids of course - the soltivare. allows cuaizasion to take into account Ipcc
local ensvironment : oxide, substrate or borardaves... Several aspcts. Some versions of this ioftware~g] have beensue to
algorithms have~jeen tested (altesnate-direction iteration), study aspsects of noise in MOS transistors as well as
incomplete factodizton on a Ciankc-Nicholsonsshm in 2-D ansilioinsgdesigningiaCCDcels[9.
CBuleev-Stone4D)appers to bethie'most efficims!t. especially-

whnie two dimensions svca1kai and horizooQ lirgeldffc RFEE N!ES

mhe evolution of the diffusion is alto shown throughs louads; ISELBEIs.HEPR S. Analysis and simulation of semiconductor
t of dots evolving on the screw during the cosiaaino mer &-vices,Sringer- elag.,Wien (Austria) 1984

and/ora critic&i value at amo5d e point 2 
2 COLE D.C ead al. SOlW-State Election.. 33. p 591. 1990.

DZVICE SIT116LATIN 13 WFICIITNER DJ.ROSE. R.E.BANKC .EEE Trans on

A resnular gisl mesh iisbuilt. Thea2ddidn of all the local ~~(93
distributionts of dopants 4gives the global disibution Wist his L 4isE LIILNnernl oS '.e 98
done a new sh is computed based sin the vssia~ons fronm posint.SAMI tneanl o5 s".e 98
to point, and iiterpolsted values are evalThe bproedure of, 5 ~ T~.G M E. -Tas lcrn
re-meshing can also be lauched manusally. To piepore the deice CHRE MLLM 11 EE.a. cU01
simulation, a sable of characteristics of each point is bu It : The DvE 6 ~4(99
chd cmsia ce specfy thenatue of the uaios conrresooding to
mach point: xmown voItages boundcry with zero electric field. 

6 IS.NIC Sdid Sta= Electron.16, p.601 (1973)
oxide(zoneswithoutcluargms).. ~vpm. 6irpt.o aeoeI of ot

A new finite driference echeme is automatically insUt indexed Press Dublin. p.530 (198s5).
on the geographical changes in the device . POISSON's equition
ind continuttv equatsons are solved. Coefficients for die 

8 
Y.MOREAU- SlEEclub rasdtsasor, p 23, Pars (1990) -

morieoponding 'difference equations are computed. Several
discrclrsation schesmes f!e the current have beets tested to tackle 9 Y.OREU - D. SELIMI muhcaled for publicatiosn
sow well-known problems of consistency [11,121,[31[51
invotvedby the equation of the ciurrn(MOCIs stream functions
(6], .10=I~s itnsnediate contnuity7D; Taking advantage of
memnory availible even now on small computers; large (and
sparse) systems are built and solved by factorization in a sequee
of iterations according to the NEWTON-RAPHSON algorithm.
Here, the GUMMIN=] iteration (decoupled equaions) is used.
Each simulation of an electrostatic stale starts from an

approintative equilibriumn (to begin), or froin a precedingastate as
an Ia condition, or . The computation tim-0 qpeds naturally
on the number of points of the mesh and the votage values given
to the simulator.

The user io asked to give potentials for the contacts and/or
gates. The simulator then solves the equations to evaluate the
distribution of potentials and charges frotr which are derived the
currents.Actually only static behavior and relatively simple forms
of equition are taken into account (Bolturnann statistics, constant
mobi' ties), but the structure of the software should allow easy
evolution.

Numerical simulations often produces an impressive quantity
of data from which it it difficult to extract what is relevant to the
uses's problems. Our approach offers a great interactivity at this
stage. The results (electrostatic potentials, charges ... ) are
accessible either using menus and/or throsgh mouse-clicks on
appropriate representation : net representation, lists of values in
several Afocinroisl windows Yor instance, a click on eqsi-
potential curves peoduces a new wisdow with a rmts section at

2
Cortactc are considered us doped ane . ty Might bie N. or P+

Sins, surd t enders banid narvatixes.
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.4 C~~IR .SIMULATORS EMPLO'IING TWO-DIMENSIONAL PHYSlCAL MOasOFPM M~i
5SEMICONDUCTOR DEVICES

a Resadmh itfteof~lecuicalCorn m imoboW unveshySMdai980, JA~AN

.aPresident'fToltmUnivemity, Sedl980, 1A1A24

Ahiimt'We reret anaccurate cirCiti simulator for power
semconrieoc evi's y using 7,D physical device models and

hiffrdcicil j.6 ' of system eqaoatrs based on Newton-
4aho' e . zsning the SI thyristor; we not only ue-

imamtrzingFt taun off processubut 250c, & 1,121

schemes for acccle~si-a the hierrsical processr , - teem of

LINIRODUGUON .s~ ~t smew

As for the DC analysis of semiconductor devices, it is
ssrfcytoo~pUtonlydevicemndels i]:. Hovkver,tesosit Fig. 2 Dattructure fomed in ncessinigNewton itecrtion,
analysis requies to cemapute system equations comprising circsit
equations and device equations. Some researchers have used the
Gutomel's algorithm [21 ther. stmnly iret to calculate both We use again Newton-Ilaphao's method f&2-,Dphysical model
equrations as shown inig. I a)[13f, [4]. However, the G'stnmel equattons to compcuting device solutions. The divergence of a~solution in cach of two nesting Newton loops is nippie'. in the bud,loop does not always theoretically ensure the convergence of, vjhi tteai~yalwbe hnaeoeg~yur
itesutive solution. Thesi hietarchical processing hatbeenpresented wh so mteaialylotale Tmacnvre yu
for system equations as shownt in Fig. I1(b) by employing Newton- souion is physicallyiendited by exansining whether the locus ofan
Raphson's method to circuit equrations that implicitly contain one- esltpi &oe-ig pointis involved in a reiactive 1oad surface.4imIn order to'sucomnfully obtain a converged system aution -it indimeniona(I-D) physical device equations [SL important toqcuickly and accurately computte 2-D) physical device

moe. The processor is occupied mostly by mnatrixecquations
-Gtrrtel looPwhs computing time depinds obotht the number of mesh points

Nev/.oi loop and algorithms. I's order to decrease the comber of mesh points,
deyton solub wuse an irregular mesistructure 16]. Moreover, we define an x~y

integralteg1, thouigh afirst orderTaylforserims is alte'nattively used in
cirit soution sold s the place whlere theelectic field intensity in inany equal to zero.$ 1 As fur algorihms, CG methods recently are used more popularly< ~ > ,J 181,91. Nevertheless, it has not ~ct been discussed comileslithat

errge d 'ed method, are more effective than SOR me ofthod 1 enceR
we employ, the SLOR method 1111. The simplicity othenceR
method is presetved, though coefficient matrices are raer complex(a) (b)due to both the irregularity of the mesh structure,, nd an
extraordinary bou~tduy condition assumed at an internal gate center.Fig. I Processingrof systenequations. (a) Guatnel Terminal currents are accuritely calculated by touslingiteration; (b) Newton iteration. displacement currents. Within a region of a device, the sum of a
matin component of conduction currents and that of displacementWe use the hierarchical processing for a circuit simulator of currents takes a constant value, which can be considered as apower semticonductor devies that shou!d be approximated by 2-D terutinal current. Moreover, we partly make use of the Kirchhoffaphysical models. 2-D) physical device models located In a lower low that rnathernaticallystands among the terminal currentrs, beeasehierarchy are quickly and accurately calculated to determine the tocombinationlgenerntion rates ofeectrons and holes areassutned tocurrents in circuit models. Thus, we realize the circut simulator be equal each other.

that is physically as vell ss mathematically accurate. Then, weus rimThe for computing full periods of transient operation Isnstrongly
the circuit simulator for analyzing the tum-otf process of a basic
circuit containing the static induction (St) thyristor. concerned with time increments Ar's. As for computing device

solutions, Ar's are not estricted by any condition, because we have
IL. ALGORTIMS OF THE III ERARC1IICAL PROCESSING used the backward Euler method that Is unconditionally stable,

though large~fs make ltdlficull to determine trial device solutions.
Ncwton.Raphson's method yields for circuit equations Moreover, Eq. (1) does not explicitly contain At. However, largeI ~f dftIf8~~ f1 vt, 5, ~l)At's tend to makn, circuit solutions divergent because terminal

at a7t, . currents vary ristirally by the small change of terminal voltages.
02 I U2 rifi' v2,11  of a main termtinal current during (i-As, 9) is almost constant, whichIFI 2 5211is suitable for convergintg both Newton loops.

%here fi, vi, i,, (1- 1,2) represent a function of a cercuit cquation, a III. TURlN-OI'l PROCESS OF TIE SI TII[YRISTOR
terminal voltage, and a terminal current, respectively. Ctrreitsn d
their partal differentials that are needed for processing iq. (1) no. Device analysts have nut paid much attention to the crystal
coinputficiron terminal currents of 2-1) phureal models. orientation ofwafers towhichtproceassdesigners have attched gret
Therefort, the processing of Eq. (I) is hierarchical as shown in Fig. Itoportance. Outside the ohm!, region, drift velocities exhibit,whrtodwntaeslsdoeweveatra rctsottu anisoitrplc: behavior wtth respect to the orientation ot ar electric
is given In processing Eq. (1). field applied to silicon crystals in common environment (121, which
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nattrally reminds us of the plane index dependency of device cathsode electrode
chrateristics. Therefoewe ielyvk caiexmiea2- 4rcthd
D ek tenos 113]. Moreovernso elmet ar assumedto
line separate relationships foreldectric field, teniperta e, ntpo-e

WeoethddesritsmuaefoesimulrisgtheturaOffproeeaOf '~s
a basic ciruit cotiigthe SIthyistor 14L: Coomputed results Wnbase(epitaodal layer)
arevhsibsya wlla m hem ticaly seIfcosistoit~dgiiog fib
FiV3. it is made clear frotthe simultieonthat tbES tritfis nbshard to cam crrent crowding phenotenau in turn-off stales, 'On
the otherhandl. the St thyrtsrormaybaxclonga1I period&.

p anodo: (bulk)

anode~eletrode- ~~~Fg&4 S-uperiorceosscional stnrtceof the SIthyrisor.
(1) by viewing the tree showtn in Fig. 2 in terms of computer

to 1 .~ .architecture. -.One is to process in parallel three leaves that belong to
I the node of a trial circuit solution by using multiprocessors, though
I the tree traversal has been limited to serial processngl in this paper.

The other is to travers the tree from its bottom to its top, %hich is
/ realized by building up database of device solutions in advance.

Moreover, wec Will determine as lonrg Ar's as possible to quickly
- Oi compute full periods of transient operations by investigating the

~ "Osrelation between two Newton loops and the change of a main

30 [% I . Fukase and J. Nialtizawa, 6th International Conf. on Control

Systems and Computer Science, 3. pp. 106-118, May 1985.
Fig. Lous fanoutut pertin pont.'121 Hi. KC Gumnmel, IEEE Trans. on ED., ED-I 1, 10, pp. 455.465,
11g.3 Lous o anoutpt opratng pist.Oct. 1964.

131 LiJ. Turgoon and D. It. Navon, ibid. , ED.2S, 7, pp. 837-843,
This problem has generally been avoided by composisg ashorted 1978.

anode emitter or consciously doping lirfetime killers in ii base. [41 A. Nakagawa, Solid-State Electronics, 28, 7, pp. 677-687,
However, this former lacks reverse voltage blocking capabilities, and 1985.:
the latter caiises large forward voltage drops. Thinning bases is a [51 M. Kurata, Ri. IYatoh, and J. Yoshida, ibd , ED-32, 6, pp.
fsnd~ietal method to decrease stored holes or shorten tail Periods, 1086-109 1, June 1985.
which is also useful for making forward voltage drops low. The 161 M.S. Adler. NASECODE 1, pp. 3-30, June 1979.
cross sectional structure shown In Fig. 4 with larger impurity 1 D. LScltarfelter and H. IC. Gummel, IEEE Trans. on ED. ,
density of both gtceerndanode surface, smaller impurity E, 16 I ,p 477 99
densi ty of n- base, andcshborterichannel width should have shorter [8JS. Nakamuraand A. Nakagawa, Trans. oflEE Japan, 108, 5,
tUr, higher forward/rverse voltage blocking capabilities, and lower pp.3338 98
forward Voltage drops [151. Then base layer added on the anode is [91 A. Yoshil, H. Kitarawa, M. Tomizawa, S. lioriguchi and T
useful foe niot only avoiding punch through phenomena hut also Sodo, IEEE Trans, on ED. , ED-29, 2, pp. 184-189, 1982.
shortenin bole/electron li fetime in low injecction level owing to their [10] A. Yoshil, MI Tomizawa and IC Yokoysma, Solid-State
Impurity dependencies, which is reasonably neglected In this paper. Electronics, 30, 8, pp. 8 13-820, 1987.
It is Interesting to Investigate the optimum wave form of the gate [I II R S. Varga, Matrix iterative analysis, Prenrice-Ilall, Inc. ,
source voltage for quick wura-offoperations. 1962.

1121 C. Jacoboi, C. Cansli, G. Ottaviasi and A. A. Qaranta,
IV. CONCLUDING REMARKS Solid-State Electronics, 20, pp. 77.89, 1977.

1131 W. Ri. Runyan, Semicondsctor measurements and
Many issues have been made apparent. A physical quantity is Instrumentation, McGraw-Hill, Ltd. , 1975.

defined is either differential meshes or a potential mesh. When one [141M( Fukase, T Nakamura, and L. Nishizawa, to be published
ofthe two mesh types Is used In a finite difference formula byTrans. ofllEl apan.
containing both groups of quantitics, the quantities belonging to the 1151 NI Fukas, T Nakamuraand J Nishiza, contributed to
other mesh type should be modified, which neglects the definition of IEEE Trams. on Power Elect ronics,
the mesh types The distribution of spore charge density may be (11 hi Fulcase andiJ. Nishizawa, Trans ofthe IfCE ofiupan,
hard to converge In Iterative solutions as well as forward differences E61, 4, PP. 329.330, April 1978.
1161, which is niot Critical for the function of circuit simulators.
Avalnhe multpliation phennmeena should not have been omnitted.

We will consider two ways ts accelerate the processing of Eq.
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Abstract The FLM with linear shape function does not can be evaluated as a two dimensional proble. with
provide a correct expression for the coefficients of f 0 on the axis and on the boundary far from the
Fl2 equations at axial points for the rotational elements. In the vicinity of the z axis
syxAetrlc and sultipole scalar potentials. A correction
of the coefficients for axial points is described.

I. Introduction For mO Is *o(rz) the axially symmetric scalar

PEN Isused for most computatlons of fields of potential, which is not equal to zero on the axis. The

electrostatic and magnetic lenses and deflectors in potentlal 0(rz) is not suitable for the linear FEN if

electron optics [I]. High accuracy of field computation M>l because of the dependence on r as r- (1). Instead

Is required e.g. for -direct ray tracing of charged of 0. we define the FEN for the potential function

particles. lWe use the FBI with -a topIoglcally regular *mfrz)m4m(r, Wiz 
m

mesh of small quadrilaterals. subdivided further Into The radial derivative of the new function Vm(r,z)

triangles, where a linear shape function Is used. The Is ciose to the axis proportionai to the distance from
resulting matrix has a simple structure, and its the axis and it Is equal to zero on the axis. The

solution is very fast with the preconditioned conjugate linear shape function overestimates the effect of the

gradient method. However, In the two dimensionai radial derivative. and the field is next to the axis
computations by FE in cylindrical coordinates , (r.z). incorrect, e.g. for applications like the direct ray

there are some serious problems due to the use of the tracing. The consequence of this is. that even for

linear shape function In the evaluation of Coefficients- regular rectangular mesh the coefficients of the FEN4
of FEN equations, equations have lower accuracy than the five point

For rotational symmetric magnetic lenses, the finite difference formula (3]. For linear FE, popular

discontinuity of the normal derivative of the vector In electron optics, the mesh lines In the paraxiaidisc ntin ity of te no mal deriativ of the ect r in e pe r enic ul t h eh Is.i h p rx

potential A(rz) on the triangle boundary can give a region are perpendicolar to the axis.
large error e.g. In the case of high permeability Given-the form of the potential function . near

cylindrical rods on the axis. The coefficients of the the axis. a straightforward solution might be the use

FEN equations depend on the way in which the of r
z 

as a new variable 15]. The way in which the

Integration of the term Alr in the energy functional is finite difference formula for the axial points is

performed, lie have shwn that It-Is possible to find a derived is also based on this approach (6].

method for the evaluation of coefficients which The energy functional for the mth component 0.
overcome this problem (21. contains the sum of squares of the r and z derivatives.

For the axially symmetric scalar potential For t. the energy functional Is

problems the linear FEN provides the sane roefficlents Ir(r (gr 2 (g 1m. (2)
as the five point finite difference method in 1 -C J[ * r)rdz

rectangular meshes, except for the points on the axis
(31. In the computation f oth Fourier harmonics of the with c-(0/2)(l,.i)p for magnetic problems, for

scalar potential 0m for deflectors and other multipoles electrostatic ones is permeability 1 replaced with the

. close to the axis is proportional to r
m
. and thus dielectric constant c, 5m0 Is the Kronecker 8. The

the shape functlon linear in r does not provide correct first part of this energy functional (2) can be

results. This is possible to overcome by a formulation expressed in terms of shapefunction linear in r and z

of the FEN equations for *,mml/r" (43. Even then the coordinates In a triangular 1inite element at

P13 equations for the points-on the axis-do not have 1c - ., r)
the required accuracy. The paper presents a suitable I! D1me(bb~ac3Jc3
method to correct for this behavior, valid both-for the
axially symetric potential o(rz) and for the where D1 z(r-r 3)zz(r 3 -r)eZ 3(r,-r2) is twice the
function tm(r,z). area of the triangle, i.Jml,2.3. 0, are the values of

*l'(r,z) at the vertices. b 1 .r 2 -r 3
, c 1 oz 3 -z.; bl. c, for

12,3 are obtained by cyclic interchange. C Is a
2. The energy functlonal penalty factor equal to I everywhere except in the

triangles with two vertices on the axis. This local
In electron optics the axially symmetric lenses penalty factor will be used later to correct for the

are mostly placed along the same axis. The too large effect of the radial term. Re is an

electrostatIc and magnetic deflectors and other expression in termseo[ coordinates of the vertex
multipoles are- frequently defined on rotational
symmetric formers, used In the presence of rotational R, 0

r
, 
k r
z 
I r 

L n-k-

symmetric materials and placed along the same electron k.0 1.0
optical axis. For some of the frequently usec Another possible expression can be derived by
geometries of multipoles It is possible to evaluate the using a shape function linear In u'r

2 
and z. again

fields of these ultipoles by making a decomposition without the last term In (2), as
Into Individual Fourier harmonics For each mit c
harmonics the distribution of scalar potential *0(r,z) " U I. L ]O3C 

+ 
2JA0 (4)

The work was performed as a part of FOC project with D2
0
z
1
(u

0
-u

3
)eza(u3-u,)te

3
(u-u2). 4u-.u

3
. d, and

IOP-IC-DrH 45.006. d
3 
cyclically. U5 Is given by the same expression as R.

before, only using u Instead of r.
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Fig. 1. A part of the rectangular mesh next to the 0.5 &-.s.
axis and its subdivision Into triangles.

Let us take a part of- the finem - esh next to the 03 *
axis (fig.' I). For simplicity-we shall ;onsider a -1 -4-3 -2 -- 0-- 2 3 - 5 I

rectangular mesh with 'a'step p'in the radial direction
and a step C tW the z direction. The FE4 equations are
obtained'by the varilation of the sum of terms In (3) Fig. 2. Axial-potential for the geometry shown In
for all trianies next to the central point with 'the corner (the distance between the outer
respect to potential #. there as electrdes-and the inner electrode diameter being 20
002,-3)<41 Co-( m, eTho outer electrodes ire at zero potential. the

central one has a unit-potential. Thecorrectl6n to
or by variation using U. as the maximUm axlal-potentlal~is about IX for a coarse

mesh with 4 points between the electrodes.
o4=, Zo 2p']. [4(mzl) 2]~o

+ 
P2( s5 o (6)

4. ProgramsIf we substitute the expression (1) for pI near
the z axis Into (5). we get Fast and accurate field computations can be

Ptez ai 2i(+3).wge performed on PCs. Inside the standard 640 kbyte memory

0*,do d o L m" 3- 0 in iS we can-use mshes with up to 8400 mesh points
[.'[ (8). The field computation programs are written In

(2 (2m3)p d . (7 Fortran 77 and they run also on larger machines. They

. 3~ (a lC-02) j have a suitable user Interface written in Turbo Pascal

and similarly substituting into (6) we get for 1814 compatlble PCs, allowing a graphical Input and

p * Z -- (81 modification of data, automeshing. and they provide the
5ofd 4. -)-'oGp' {/- S 2 -do Input file for computations. They also allow the

ie can see that the error in (7) is of the second order graphical display of outputs (e g. equipotentlals.
In-the mesh size while the error in (8) is only of the axial fields. etc) on screen or for hardcopy.

fourth order. S, Conclusion
If we now choose the factor -(.1/4)(2a3)/O). c

for the triangles with two vertices on the axis, and The advantage In using the Improved coefficient
use C-1 for all other triangles, we get the accuracy of computations are that we can use the FE3 with linear
the fourth order also for the points on the axis, shape function and simple mesh layout to obtain fast
without disturbing all the other features of FP4 using and accurate results Very significant effect on the
shape f,nctions linear In r and z coordinates, accuracy of computation brings the use of the multpole

In case of steps 4 different on the left and right potential function *.. whereas the other corrections
hand sides of the point o somewhat more complicated have only a slight effect on the axial field value
expressions are obtained. As expected, the first error Although this effect as such may seem very small and
term Is propartional to the mean stepsize and visible only for small mesh sizes, It Is an Important
difference In the stepsize, if only the subdivision Improvement for the direct ray tracing. e.g with the
shown In fig. I is used Using also the other possible slice method for obtaining fields from mesh potentials
subdivision by a diagonal in the quadrilaterals 171, (91.
this error term vanishes, and the first error term
Improves by one order of magnitude in mesh step. It Is
therefore necessary to avoid large change of mesh [I| E Mooro, these proceedings
density by using a mesh with smoothly varying stepsize (21 ,encovA and 14. tonc submitted to tPhUese p991.

3, An example (33 E. Kasper and F. Lenz: Proc. 7th Eur. Congress on
Electron Microscopy, (Leiden 1980). Vol. I, 10.

Ax example of the effect of the correction on the (4) B. Lencov&. I, Lenc and X. D. van der Hast, J. Vac
field computation will be given for an electrostatic Sed. Technol. B7(19890).1846
axially symmetric potential for an arrangement of a 1S] E. Munro, Proc. Intern. Symp. Electron Optics,
simple geometry consisting of three electrodes. Fig. 2 Beijing 1986, 177.
gives the axial potential calculated in a rectangular 161 E. Durand, Clectrostatlque, Tote II Masson et cle,
mesh with different number 6f points within the radius, Paris 1966.
with and without the correction. The effect of the 171 B LencovA and 1. Lenc, Scanning Electron Mlcrosc
correction changes the axial potential In the opposite 1986, Part III (S2 Inc., Chicago, 1986). 897
direction than the analytical solution Is, due to the 18I B. LencovA and G. Wisselink, Nucl lnstr Moth
sign of the second derivative of the axial potential A298(1990).56.
Oo(z). If no correction is applied, the axial field at (9) J. E. Barth, B. Lencova and G Wisselink, ucl
a distance of one mesh line has an error of about 1O %. Instr. Meth. A299(1990),263.
For multipoles a similar effect on the axial multipole
function dn(z) can be obtained.
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THE UMIERICAL IMPLEMENTATION OF
FOWLER!NORDHEIM TUNNELING ANDINTERNALFIELD

EMISSION IN A GENERAL PURPOSE 2-D DEVICE
SIMULATOR

Stephcn Kceneyl, Alan Mathewsont, Massimo Morelli, Lco'Rivavi,
Roberto Bez and Claudio Lombardi

SGS-Thomson, Central R&D, Agrate Brianza, Milano, Itily

NMRC, University College Cork, Ireland

Abstrzct-Fowler-Nordheim tunneling[1] aiid internal an'EEPROM, then the charge boundary value is continually
field emission[2] models have been'incorporated into updated with time accordiig to the F-N current flowing. The
the 2-D numerical device simulator HFIELDS[3]. These model lb a been tested on an EEPROM device (1.2pr tech-
phenomena are especially important when modeling a nology) during programming wh&r measured and simulated
irange of devices including DRAM; non-voatile mem- tunnel currents show good agreement (Fig.3).
ores and MOSFETS. The numerical implementation
of the eq-uations, thi assuniptions made and their jus- II. INTERNA'FIELD EMISSION

tification will be discussed as well as a comparison of
measured and simulated device characteristics. This is commonly called hand-to-band tunnelng (BBT) and

occurs in regions of semiconductor where high electric fields
and large band bending are present. The model used is similar

I. INTRODUCTION to the well known I-D model of KaneI7j. In BBT the carrier

The scalingofsemiconductor devices as the ULSI era approaches transition probability can be expressed as,

is becoming increasingly difficult. This is prompting the need xJn 
1
. , • x m+ce

for more advanced design tools to allow the accurate iimula- T = exp(- .L-)exp(- - (2)

tion of advanced semiconductor itrcturis prior to fabricaion. 2 'ce E ehE

More specifically the incorpoiation of F-N tunnehn'g and inter- 'In this implementation the local field is used to calculate the

nal field eirission models into HFIELDS allows the efficient de- carrier transition probability whch introduces some error when

sign of EEPROM (Electrically Erasable Programmable Read the spatial vsriatiun of the electric field is iot a constant. This

Only Memory) and flash EEPROM memory cells (Fig.l) by error is largest when the spatial derivative of the electric field is

simulating the transieit writing characteristics[4[51. a maximum. However, since the most significant internal field
emission in a gated diode structure occurs in a very localized
depleted region in the structure (Fig.4), in general choosing

I. FOWLER-NORDHEIM TUNNELING (FN) the local field introduces only a small error. Furthermore the

The model of Lenzhnger and Snow has been used to implement amount of band bending must be evaluated at each eltment

this phenomenon where the tunneling current density JFN can in the device since electtrns will not funnel into the forbidden

be expressed as; band. The results of the model are shown in Fig.5 where a
gated diode structue has been simulated and a comparison

q in r 8 with measured values shows good agreement using only a sin.
JF = _Ehm -pq( h (1) ge fitting parameter. Also shown in Fig 6 are the simulated

(BBT) substrate currents seen during the erasing of a flash
where the symbols have their usual meaning. This is a 1-D EEPROM device, emphasizing the sensitivity to oxide thick-
model integrated over a suitable surface to calculate the total ness.
tunnehng current. The 2-D electric field values are chosen so
that the calculation takes proper account of the fringing fields. IV. CONCLUSIONS
The integrating surface normally lies on the Si/SiO2 boundary
where the local field value is used for the calculation. This The techniques used to implement the F-N and internal field

should be accurate as long as there is no significant charge emission equations have been outlined and the models have

trapped in the oxide bulk, wiuch is the case in a non-degraded been verified by comparison with measured data. The ap-

device. Charges trapped at the interface do not effect the a plications of these new models in IIFIELDS has been briefly
curacy of the model. Furthermore, different coefficients ae described in te,ms of non-volatile memory simulation which
selected for the FN equation depending on whether the ait- demonstrates the power of the tool as an aid in advanced mi.

ting surface is mono or Ipolycrystaline silicon. In the case of croelectronics device design.

electrons tunneling through the silicon dioxide into monocrys-
tame silicon, electron-hole pair generation occirs because of V. ACONOWLEDGMENTS
the large energy difference between the oxide and silicon con- This work was partly fundeo by the European Community ES-
duction bands. The carrier generation rate is fixed at 1.8 per PRIT project 2039:(APBB). The authors would also hke to ac-
tunneling electron which is typical of that reported in the lit- knowledge the contribution to code development by Massimo
erature6]. The model has been verified on a tunnel oxide ca- Rudan.
pacitor where a comparison of measurement and simulation is
shown (Fig 2). If a floating gate is present, as is the case of
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Fi~3 Simulated ()and measured programming current in an Fig.4. Cross-section of a gated diode showing the BET and
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FigS5. BET current of a gated diode structure in reverse bias. Fi&6. Smatdobrtecnt sendrn he erasing of

a ls EPROM device.
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ISJL.ATION OF VERY HIGH-SPEED BIPOLAR TRANSISTORS
FABRICATED IN RE N-WE OF M-A-C-MOS PROCESS

AT LOWTEWERATURES,

Chinmay, K Haiti
Dept of3Electronics'& ECE

Indian Institute of Technology
KHARAGPUR 721302 India-

ABSTRACT fiild-dependent mobility (9] and
recombination rate versus doping level (10].Bipolar transistors designed for The program is also capable of identifyingroom-tempereture operation suffer serious

current gain degradation at low temperatures the contributions of charges in the various
and have not been widely investigated for regions to overall delay time [11]. Special
their operations and performances at low attention has been given to the device
temperatures. In, this ,paper, bipolar parameters such as current gain, cut-off
transistors fabricated in the n-well of a frequency (fr) and ECL gate delay-time. 'It is
C-MOS process have been simulated using seen that the room temperature simulation

results as described below, agree well withIPOLE program at low temperatures. It is the experimental results reported in '(2,3].shown that at a temperatuie as low as 125°K,
it is possible to obtain a cut-off frequency
of 7 GHz and a current gain of 20 which is Figure 1 shows, the variation of cut-off
sufficient for some applications, frequency (fT) as a function of collector

current. The reported cut-off frequency is
INTRODUCTION about 16 GHz (cf.figure 15 (3]) where ,as the

simulated cut-off frequency is seen to be
Recent advances in high temperature about 1 GHz.
superconductors"(l] are' giving new impetus to
the understanding of bipolar and MOS devices
operation and performances down to liquid Figure 2 shows the variation of current gain
nitrogen temperature. BICHOS has also as a function of temperature. The reported
received considerable attention as an room temperature current gain is about 100
attractive room temperature VLSI technology.and simulated current gainattrctie rom empratre LSItecnolgy, is bout 105. It may be seen that even at
very high speed poly-emitter bipolar 12 ? bout 105. It ha eve d
transistors fabricated in the n-well of a 125' K a gain of about 15-20 may be achieved
CMOS process, having room temperature cut-off for the device considered and is sufficient
frequency of about 16 GHz and an ECL gate for some applications.
delay time of 65 pSec have been reported
[2,3]. Little attention has been paid to The experimental ECL gate delay time for 21date regarding the performances of these Th eprmntlELaedeytieo 2devices at low temperatures. Numerical stage ring oscillator is about 65 pSec for
deiceatn lw ee rature(4-6)s Nuel t fanout of 1 and tree current of around 0.4=Asimulation has been used (4-6] as a tool to with a logic swing of 0.5V at CL-0.0 pF. The
study the influence of different process site elay teing The
parameters on bipolar device terminal simulated delay time (computed using the
behavior without going into a costly expression reported in Ref.(12]) is about 75
fabrication and measurement procedures. pSec as shown in Figure 3.

Figure 4 shows the variation of peak cut-off
The computer simulation results obtained frequency as a function og temperature and it
using the BIPOLE device simulator have been is seen that even at 125 K, it is possible
validated first with the reported room to have an fr of about 7 GHz. The variation
temperature experimental results (2,3] in of ECL gate delay time as a function of
relation to the current gain, cut-off temperature is shown in Figure 5. It is
frequency and ECL gate delay time and then
the results for low temperature simulations interesting to note that around 0.3 mA
are presented. collector current the minimum gate delay

STRUCTURE INVESTIGATED time of rbout 70 pSec is obtained.

The transistor studied in the present CONCLUSIONS
simulation is an integrated circuit device The computer simulation results agree well
with a polysilicon emitter and uses oxide the xperimel results ree and
isolation. The emitter dimensions are 0.6 x with the experimental results reported and
2.4 jm and the e-b and c-b junction depths are sufficiently accurate to give confidence
were 0.04 and 0.14 Mm respectively. The in interpreting the results. More
extrinsic base sheet resistance was 3.0 ()/sq experimental measurement data are necessary
and the collector was characteVzed 3 by an at low temperatures to confirm the
epitaxial layer doping of 8 x 10 cm

"
. temperature dependence of fT and current gain

of bipolar transistors.ANALYSIS
The simulations have been performed using the ACKNOWLEDGEMENTS
BIPOLE p~ogram (7d over the temperature range The author is grateful to Professor D J
from 300 to 77 K. It should be noted that Roulston of the University of Waterloo,
BIPOLE program includes physical effects such Canada for the BIPOLE program and wishes to
as heavy doping bandgap reduction (8], thank Dr. B K Singh of the Computer Center
doping-level-dependent mobility, for his help in computations.
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SHYBRID FINITE ELEMENT MODELS FOR 3-D
SEMICONDUCTOR DEVICE SIMULATION

ANDERIIEGGENE.-
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CH-8093 Z u r i c h, Switzeland C-6301 Z u g, Switieland CH-8401 W i n fe r t hI 6 , Swit ednd

Abstr ac A 3-D hybrid finite element model for the stationary semi-
conductor equations is presented. Symmetry group theory is used for !L BOUNDARY ALUE MODEL PROBEM.

each of the three PDEs to derive seven weak current compatibility
equations for an 8-noded tuilinear brick element leading to a stable W o valu~piblcea
(i e. avoiding spurious modes) hybrid element discretization. It is
also slown that more than seven linear independent weak current
compaability equations can not be introduced. div E = p+ in Q (1)

L INTRODUCTION. for;an unkown C0 -contiuious scalar field f,-relatid to the vector
field E by E - a(f, x,,ig'radf. The scalar function a(f, xy,z) is as

Several authors have transferred the concept of "Hybrtd Elements" or yet unspecified. The boundary DO of the 3-D simulation domain 0 is

"Mtxed Element Dtscretization" developed i computattonal split up into two disjoint parts. Dirichilet boundary conditions are

mechanics [2],[3) to semiconductor devtce simulation [1],4), [5], applied on the first part and homogeneous Neumann conditions (E Y
[6] during the last three years. This dimension-independent concept = 0, y. being the outward unit normal vector to the boundary) on the
reduces, in the I.D case. to the standard Scharfetter-Gurnmel current
discretizatton scheme 19] widely used in sermconductor device second pan. The inhomogeneous part p(f, xy,z) of (1) is a given

simulation. Numerical experiments showed that 2-D hybrid elements function of f and the coordinates (xy,z) The regularity conditions

lead, at least in some 2-D examples, to more accurate results than the for E and p ii order to guarantee existence and uniqueness of the
conventional box-method in conjunction with the Scharfetter-Guesmel solution of this problem are summarized eg. in [9]. Each of the three
current approximation [I]. Cricial in a hybrid element model for the satsutay semiconductor device equations is of the form (I) using the
semnconductor equations is the "correct" selection of the trial current- Slothoom variables u and v (exponental functions of the scaled Fermi
and weight vectors, and the corresponding additional cequations in potentials) as independent varinables. An extension of the following
order to determine the inner degrees of freedom (DOFs) introduced derivation for a set of other independent variables is possible [1]. It
for the current assumption [61. A "bad" selection of trial vectors lead should be also observed that the derivation applies to both Poisson's
to rank deficiency of the element stiffness matrix, resulting in the and the continuity equations.
phenomena of"spurious modes" [7].

HL 3-D FE-HYBRID ELEMENTS FOR THE SEMICONDUCTOR
Punch and Atiui [8] used group theory to derive trial functions for EQUATIONS.
the stress tensor components (mechanics problems) leading to astable
3.D hybrid element (ic. no spuriou., kinematic modes) which is also
optimal with respect to computation time. Following Piads hybrid model [2], an independent assumption for

the vector E is introduced within each element volume 
0
.of a given

The *oal of oar paper is to present a 3.D hybrid brick element model mesh in the 3-D domain 0
(section HI) to solve the stationary seniconductor equations, i.e. the
Poisson and the continuity equations, for the unknown scalar fields. M
namely the electric potential and the Slotboom variables (cf. model
problem defined in section II). Coordinate invariance entails certain Ea - j (x.,y,z) in e' (2)
symmetry relations between the coordinates. These relations are J.l
governed by group theory. Group theory is used for each PDE to
define seven weighting vectors with polynomial components of
minimal order, corresponding to exactly seven weak current with M DOFs
compatibility equations (wcce's) which guarantee a stable brick
element discretization with an 8x8 stiffness matrix of rank seven. Moreover, another C0 -continuous assumption it introduced within
Eight trilinear shape functions corresponding to the eight corner each element fle for the scalar field f. defined by

Fs are used in this case for the unknown scalar field. These
weighting vectors guarantee zero current distribution for constant
scalar field distribution (rigid-body.motion condition). Furthermore, N
these weighting vectors are divergence free: No Lagrangian fa - fi H i(x,y,z) in 11e, (3)
multipliers need be introduced. The two following statements will
also be proven: a.) Each introduction of additional wcc's with a new
weighting vetor linearly independent from the previously defined
seven weces and compatible to the rigid-body motion condition is with N nodal degrees of freedom f, and with shape functions H1
inconsistent, i.e. results in a condition for the inner DOFs sn the This assumption is CO-contnuous over the whole simulation domain
current assumption only. This condition is independent from the
global DOFs of the unknown scalar field. b.) Leaving out anyone of .. However, compatibility between the vector field Ea and the scalar
the seven specified woes leads to instability (spurious modes). field fa is not guaranteed within each element D.
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According t6 the weighted rrsidual method, two sets of discretized
equations are onsidered firstly the weak form of the vector field

comptblt : P o in th aeo otniyeuto)for::ac

vetosemendntoi. h weighted ctseheio e5' ight -ymmetriz4- func tions Hgl
aI(FlctE fverth.,en) whldomai nn 4 16 U 1fe

weigtin fuctins j crreponingto ach hi- (-1114- H2 + 113 + 1141- l146 H6j17+ H8) '
further<M) derivutio ng eleen eril a tint and.fal

grnrnlzcdleentuffursatix~ee4]. s7 (-H1 + H2 - H3 - H4 -H5 + H j+ Hg ) le (8)
wit(th shapein functions are restricted toe thehte elementtio bon-) Not that

oflxo Hevcow il vre the whole~z dain I h3xy(s) defined 11 this is areglarl trnsoranon

aditi o a l equdriation if lemen eiuleutosad?--l 12 1-H+i+6 H+8 a 8

Result: The 7x8 matrix
IV. APPLICATION OP GROUP THEORY TO ThE WEAK

CURRENT COMPATIBILIT EQUATIONS. Tj-f -Y jdo 9

Consider a cubic element with element faces parallel to the global
coordinate axis. 8 trilinear element shape functions I-l are introduced
cotresponding to the 8 element comers, see igure below. is an "upper~dagonal" rmtrix: Ti 1 for l+Ij and Tij -0 for i+litj.

It follows that the rank of T is equal to the ran of G and also to the
rank of the stiffess matrix.
Introducing a new weighting vector Wj1, 1>7, the raw TUj can be

7 desc'ribed by linear combinations of rows of T1j, i<-7 (a constant
saline distribution fa~over te element leading to zero current
distribution implies T1 - 0).

Theoretical background: The decomposition of matrix T in a direct
consequence of the generalization of Schur's leomm (10): Consider
the %mntygopCconsisting of all 48'rotations, and reflections

2 3 hicleae th cue ivariant. The linear miping

Figure. P-ement corner numbeing0:>1~ i ()

Writing the wccees (4), in matrix form and applying one of Green's whose matrix form is defined by T, commuter with every other
formulas to (4), cf. (1), the matrix element symmetry traniforimus. As a consequence, irreducible

representation spaces of C contain the eigenspaces of 0.
Thur the 3j and hi transform according irreducible representations of

G31  r. y Hij dto (6) C [10]. Ntuations (8) are the projection operators, well known in
JUVe~ representation theory.

has to be evaluated. This matrix describes the coupling between the
PJ in (2) and the fi in (3).

The seven divergence-free weighting vectors are (local coordinate
origin at element centroid):

3M3 10 0, F W - 1, x OF(7)
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V: CONCLUSION. ,--->

Using symmetry relations, we showed that at least seven wcees are
neceded so avoid spurious moes for a cubic trilinear element. A
similar derivasitio fwcce 'itpomible ifq qartic and cubic br other
shape func 'ti aei r ?ti f~ theoey to brick
eleesu is possible. It is~hspe;Id that the selected weig':ts se
"adequate! for moderately distorted brick elements, compare (j!).
In the case of a -constan, the sumew eigstisg vectorscan beused
for the vector field assumnputn Fn (Poisson's equation). In tisncase,
the first trme i'mequation (4) splits it blocks along the diagonal, cf.
[10], resulting in sortie computational speed'up.
Ifs a onstant, as least seven vectors have to be introduced in the
vector field assumptioni (continity eqsations).''
If morethan seven trial current vectors see used in E5. additional
equations have so be definsed (for exanmple integrability conditions for

a-14n or iisbomogeneisy conditions for divE. 5- p.

Nose that in the case of~ Dj E for j - 1. 7 leads to sysntaric
clement stiffness matrices
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1

ON AN INTEiGRAL EQUATION DESCRIBING T1111 SWITCHING BEHAVIO)UR
OF PN-DIODES

CRSIN SCHMEISER ANDRE
5AS INTRRFITERI T ~ne odind Na ricMathettasik- Fachbereich 3 dcrTU Berlin

TWirpsti-6 Smrale des 17.)l 136
Wiedfc~aipstr:80'-D-l100 Berlin 10

A.'l04OWien
Ah=tbased on rniss-acniari-modeleof the elecaion-hole-intrraction.

I and I are th enlife-times of electrons and holes. 'They ar
The standard tnodel describing the swthn eaiu f a sursc,to be cnstans in, the N-region and the P-region,

PN-diode consists of the well -known Drift-Diffusion-Eqntntions of, respctively, Equations (DI)-(D5)nienbjected to the houndary
van Roosbroeck Xndii simplifying aisimptions (zero space harge condiiions (B!) along CN, C:
approximnation, io'~injeaion limrit) an'tntegral equation jsst in tcrms,.
of thetime-depredent current 1(t) can he obtained froof these - c

I coupled partial differential equations. A sittgularpertrtatiorn
analysis of she integral equation yields amtherrstical justification of e
the physically obsetvable constant-cnrreet phase. V=Vb(x)4U +C0I(t ,XEP N

fV = Vi(i) ,xeCp BI

1. INTRODUCTION where
Teinvestigated phyaical system is us electeteal circnit that w

consiststofa otg-oregnrtna oeiildo t)aseil I =Ai+ TP-Aa(V o
a olag-oseegeeatnga oettildrp ~sa eral it)= (~~+ ~ .a~e~)) 3 orx

Ohmic resistance es-and anPN-diodc. U(t) is astaumed to he
piecewise constant for t > 0 and t <0, respectively. At t-0, U(t) [c + 4 &'77~
changes abruptly from +W (hissing in forward direction) to -U Vb 5(t) f (V

(reverse biasing). The. physically most, interesting quantity, 2
descrihing this abrupt switching la the time-dependent cente 1(t),
'Via identification of the PN-dsede with n Insanded domain Q c R11, so homogeneous vonNenroano conditions alongC

se,3,ae Figi., the standard (semni-classical) model describing ( )-0B)
the diode's (n-6=(p.6-(V.6.0(2

Cs4
and to initial conditions;

nN n.,O - l(,. pJ) pl.).V(.o) VI(DI)

r where 111, PS- VI are solutions of the stationary Drift-Diffsion-
Equations. Under simplifying - but physically reatonable -

DP additional ssusmptions (smoothness of Q and the physical
paramtnes, ero space charge approximation, low Injection limit) a

ci.n-O l e nonlinear Volterra Integral Equation of the second kind with 1(t) as
Fig,l. unknown function can he obtained (see [UNTERREITERi1991),

ISCII. UNT. WEISS, 1991)):
dynamics given by the (scaled) Drift-Diffusion-Equatios of van
ROOSIIROECK ivasROOSIIROECK.1950] is applicahle. (For the S._Unt(t)) -I + CIF + W( - IF) g)(0' (Is)
scalings see (hIARK.RINGSC-1990).) Pe(sS) = + clF (0b)

n-p-C(Dl) I denotes the (scaled, dimensionless) constant current that has
X24V- -p-c DI) ?wn through the device for t-0. e cumulates Physical parasntera

is - tl,(n(~ - nVV) (DM) (such an the mean life-time of electrons and holes) of the diode. .

J= -yp(Vp+ pVV) (03) denoten the convolution operation. The integral kernel g in an

divJ, = D n+R (D4) isnfinite sum:.

divJ =-3,p-R (DS) g1)=E(s
2

xQt 2

The physical quantities are the electric potential V, the (non- g isa completely monotone 0(0,i)4sseton with
negative) concentrations of electrons (n) and holes (p), the doping u (I*gt)=c(3)
profile C (which is strictly positivelnegative is the N-regiosn/P- li I*9)t
region ON /l(p) and the electron and hole current densities In and

J , iln and ep denote the electron and hole mobilittes. respectively, The set (Q.5rK)1l isadeterrotned by the eigenvalue-problems
i which are assumed to he functions of the npatial variable x taki ng (a

poivevalues. The differential equations involved are. 1-131=10
poshi PisntqaiovoiteeecrcpoetalV h

cotniyequations for electrons and holes and the electron and where ( 10I~
hole current relations. The spatial variable ranges over Q, the time dom(L) C HI if61 II(Mk.il - 0*, cc (N.PK
variable t ranges over (0,i.). R denotes the Shoekley-Read-Hall-
Mcorinajon term 

4 Fyti=onn (4b)

Up5~ (u] ryd.(EV(,ryu)) - 2(4c)

n(+ 64e -1 +(R8 (extenided weakly to dorn(L)
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and

It and% are, the mobilities aned mean lifetinies; of the minority charge g~t (< ) as t-0. '
carriers in the N- and P-region ofthe di &.(t 04 t

Furtermre.0 >t ~ andWhen dealing withotne-dimenisional models ofPN- diodes
(4e) and provided C and g, are constant in the N-region arid the P-rejion;

respectively, the cigenvalus 3 - are the zerris of
(See LUNTEIRRB1TER,19911 for further details.) Y tn~.,X)N Y y_~ p tan(11

11.1113XI§t NCE OF XCON ANT-CU RNT PIA E () 4 ~
Oneofte mst ignficnt catre~A te py~i~ll obervble respectively,, lN~and 

1
p are the scaled lenghtn (one- spatial

cssrent I(t) is its time-indepecndence'!or a certain period, [0,T1, The ifimensi, onl, of these regions and
justification of the existence of iich a "consiit-eurrint phas6* an
well as the calculation of its derion can both he fsciltta&1l by a -

siegular pertrbastion anllynis of the integral eqsation (la), Ic = l(2
The scali factor of the potential U in (la) is given by the no-called i

therinal voltage" UT Which is tyipically 0(0 025Volt). U1 is ratheir K1 ca be computed from
small in comparison with the xtiscaled versions of U,W 0. K

2 [4-
4

-- cos(c.ltN)
W.tiilp- (lVolt). Conseqsestly, is advisable to introuce K inm~

(5) -.cscJ) 2  (13

with U and WD being scaled. On the other hand, the derivation of I
(1s) essentially depends on the assumption that 1(t) is well-scaled Itis easy to see, that Xj 0h

2 ) as j-o and that (K )
2 1 stys,

dining the whole switching process (tow injection). Therefore. bounded as j--,. Henice, in th case of one-dimensional modelling
of PN-diodes the physically observable constant-current phase has

1(0+) hetnjsstified from a psrely mathematical point of view.
If* The

(* h roofs of th-, cited theorems can be found in
it a well-scaled quantity. Introucing rt -. at)and [UNTERR lITE, 1991].

(la) becomesaIntermstof (t) B ER

ep C-7) l 1------- g -7- - z g (7) [MARKRING,SCII,19901e c~~ep c(Iep)P.Marlsowich, C.Ringhofer, C.Schmciser - Semiconductor

Referring to [NIILLER,UNTERREITER.19911 and (SCH. UNM? Equations.% Springer, Vtenna.
WEIISS. 1991], (NIILLERUNTERREITIR,19911

I ~R.K.Miller , A~nteireittr: "On an integral equation ariting in the
- (0) Z: n(t) Z: Z = lim zQt) (8) description of the switching behaviour of PN1-diodca". submitted fec

C t*'4~publication at the Journal of Integral Equations.

z(0) - (ie) suggests the asan z - (1/e) + y for sufficiently small (vanROOSBROIICK1950
t. (7) becomes is terms of y W. vanRoosbeck : "Theory of flow of electrons and holes in

1+'= 1  .±f- el * germanium and other semiconductors", Bell system Tech J, 29.
ey- c(l +EP) 9-c(i +ep) Y () 560.

ISCH,UNT,WEISS.19911
As long as y - o(1/c) for e-0 on an interval [0,1] y can C.SchmeiserA.UnterreiterR.Wetss. ThMe twitching behaviour of
appronimatively be necglected and z is ainmost onstant. PN-diodes in the case of low injection", in preparation.

Le pp n dfn uhta AUntereter. "The switching behaviour of PN-diodea mn tie case. of
i1 '~Ig~t)"'O(10) low injection". Thesis, TU Vienna.

ic(1 (10)~

1)lIf y -o(le) for -0on0,11, then T:5to.
2) If g(t) -O(t-0) for t-0. 0:5 a< 1. then y -O(le)=-o(1/8) on

Part 2of this 'Ilicor guarantees the existence of a constant-
current phase.- provided it can be proven that gQ) defined by (2)
poinesen at most an algebriaic singularity at the origin:
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A NOVEL!COMPUTrATIONAL PARADIGM:
MUCH MORE-EFFICIENT THAN

VON]NEMAN PRIN-CIPLES
RLW Hzienc1 L Reri&_ X& Rietalit;er, K drad

jUoiversia kaiserlssm Facuseics janale Ban 12
= osfcis I09 D.-W-6750 KaisersluscGetmoy

,he(9-631)205-266, Fax: (491-63I)205-3--)

(baned cc von Neumanna pidiples) m auey ~ l i~O Ommysae mnigniilietdt

paaim based on Dew uadwa-re machine P-iacigkls.-SWc5 Smreufai thtan Lhse auica b e cd on von
mahm~calle micss' avoid most of the 71deeem 1U ~oly. Algoih exeenc xmpe within

(so.m (Von KeNCmu) composers so that a badwae efficiency is

ofakwaletiicaexaples 6c new paadisnill be' * 'ceas o comirers the RAN, (rndm css memory) is tentmraol
a new programming pazigmt. whnich is dara-poceduali (Which is h~' ~ " .~ a~f . ~ an ttm e r ormore dnwe thtan the cocuol-procderal von ?iemnum paradigm). ms bo the t lablt and teuversaltry is dervfro
Finally th pae gie a suvyontew usang iwromea-reproajrmxnuble mcifda (camparc fig. 1). also
develogmentevirommns needd dfo I sntheir ad- -Ugs- CaleflW T maLLt which arconrmmeciallyavalable
overasaosofor~gprerSchpprkaion m forzpinera iouablioUS-oLaiccloe ieeaatcz mrz (99
includes two ahen atim:soure levels: high level rograma, or Very odwe)
hih leve ortm cfoc. ProamnoadC RHVQialo for XDUteew

Th.W Machine -Paradlagm of Xorsq lireXpsser adrin paradigm isalsovisible ioua poramm~es
In pVarssing and coding von Neuanna da m heir basi- point of iew. Figures 2 and 3 show two simple algorithm
paradigm causes mtassive overhead (control- flow ovred examples. whichi ill beused to itinsae programming forajrrners.

addressing ~ ovrba an i=Ed fvba 1) execution of progams on zprsrn as well as the compilaton for

up= Oof the promcers throughput a I it"pear emr Fig. 2a shows the textual notaton of a simple reesrrenu 8
badith. Due to the control-drivecn oprto rnilsiy Step loop. Thre right side of fig. 2b shows its equivalent graphic

multiplexerbssed insruction sequencing uon~ signal flow graph (SFG) wehichr reveals the, regulardara
perrnrts Only %very lrmted rnsr-ALU paalels depndnces Parallel immig an xpafo such a specfiscaroo
-omer s)nr surffer from hih twrcm n u asve the following code elements are needed (to he generated by, a
Inter- cmmnication 121. In addition to tha mpue) a rALU ssbnret (coirporurd operators. saving memory
most of the processors are idling (a very few applications are cyclcs. since intermediate txsults are not stored) has to be derived

eep iofrm thar). Data flow machines suffer from massi . (emg. see fig. 2btr by just picking'an irerarion from the SF0);. ad dama
toe lwoverhead needed for arbitration an fro other kinds of map has to be desived (2-im. data map example int fig, 2m mapping

I overhead [2] and debugging is extfrenly difficult. the F onto a grid); the sean cache- size has to he selected (m~g. I1-
by:4 weeds: see fip. 2d); and an address sequernce (called scan
paiffug see fig. 2d)bhasto be seleted,

recoigral Fi. lso ulstrates xpurer operation in executing the algosritm
ALU rexamcple fro~m fgre 2a and 2b. First the dars seqsrencer makes the

-~~ AL~AU cn hJump onto the 1-ftmos column of the datamap. ig.2d
data counter H. Interconnect- al so ntae h auto-apply mrode and the auto-copy mode. This

messs tht vlenvr the scan cache is placed onto a particularreprngrartmbl. memory location. is automatically (Le. wtithout needig a contrller,
mediumthus avoiding control overhead) invokes-opraioi of the iALU

- smart subneslrurrenly selected. as well as a caclrnmery conmmication
- rgisercycle.Since a register has beeniadded to the rALU subsect to save

fileclii. only four memory read cycles are needed (see left side of rig
Idam 2d). Due to the scan pastern in our examnple this is repeated 8 times

-7 (scan relul until finally the scan cache arrives at the rightmost position of the
-~ ~ . -~ cache) cnrl data map, lire tagged control word (rCW) founad there tells where

A o store the final result and pe-dathe linkage code to select the]
next scan pastern etc. Soo, .out of 34 memory semi cycles hs.
beenused forcontrol. what;we call sparse cornvaloe res idual control

fig. 1: basic blocks of sputer (?ISO compare fig. 1).
Fig. 3 shows another simple algorithm example: a 2-dmensional

Xputers use a data sequence (instead of an instrucin fileres rltcring example whlere a simple video sea in used assa scan patterr
including a powerful address ganerator to avoid ad, srn (fig. 3b) to scan a 2-dim, data map (fi1% 3b) by a 3-by-3 word scan
overhead and control flow overhead whenever possible (tee als cache (fig. 3a) Fig 3c shows the very powerful compound
fig. 1). Instead of an ALU driven by an instruction sequencer, operator, which needs relatively few hardware, since smaller data
spuser use a recorfigurable ALU (called rALU, such that powerful path width (8 bits) could be traded for more operators This
compond operators exhibiting intra-ALU parallelism may be illustrates the brph flexibility of uputers By code analysis it has
defineoduat compile ime. Mfore hardware details have been published been found, that in thn won Neumson k craron of the sante algor.,rm
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(o Viz-I1175 0% of copuae.ae, is imd for address Comilusions
eMO.. = =e -~I2 -ei. -vnid A~ abbenia A o pcxfb c IaradVin of9~ ir be

Nilea bye a myas 131cas munmaghm is by sevra

ins. mmy negan ratil permits he b x pefainme. A M --. II=C iiebwemw

-~ -- I and the 3,13.12) have been iarpleea by breadiboard
IAniqes Highl prising acecainfacos fora nn of

! =biinss:av t e epiomcnl~y yopsn MoM

how. that xposer st re peisisn to many ASIC solutions as well
aria may algeizhm im numatons on sapaconpalm hr

(ft Ma" -Z fl-ibMW and -- Ety

______________________________ faclor
ft. f. Ift k- eu -%O deig nk0 d ecc >2000

suelectrcal rules check >30D

for 10 10 10 10 10 10m obsres >10

10 0 0 1 1 . 0. 2-dimensionalfr -g (3 by3) >0

m 1010 1 10 ~ an em fig. 4: accelerations factors obtained ccp-r"%. tally (xputer
kmvrersttsopizd',ax-l lflSitujs..,ssrno

FM FM FIFWIFM Cw (I ILHanrwn t naL ANo aigof P ralelCoptaton
and its Use to Implement Simple 11igb Perforince Hard%=xr

fig. 2. A simple algorithm example: a) textutal. b) graphic mLel Confereneon L tunation Technology. Japan Oct. 1990
specfication.c) drng ada map. d) xpuoperatonillsraticus 12) RL Hartenstein etak Xptzter: An Open Family of Non-von

Neumann Architectures; internial report; University of
High Performance Applications Kaiscislautern. 199
ftg 4 shows a mnmber of aceeleration facors having benotie (3] A. Hirsehii: A Novel Processor Aseltitecture Based on Auto

experimentally front a mumber of algorithm im = Da. Sequencing and Low Level Parallelism; Ph-. D. Thesis;
MoM-I and Mfo%-2 xpurers compared to implementations on a University of Kaiseslutern. March 1991
Vax-I 11750. Thes results show. that for a number of application [41 M. Weber. AnApplicto; eeopetMse for Xputer;
areas (Digital Signal Processing. image processing, computer Ph. D. Thesis. Un 'riyo Kaeslstrn De.=99
graphics, uniform equation systems. eve.) xputer ame competitive to
many ASIC solutions, to iiept ;risetatioass on special processors
(e.g digital signal proccssors), or to implementattons on
supercompluters. A so called retargening feature being available
commercially, permits a direct path from an implementation on a

pormmable xput"' to a very cheap customized silicon solution:
mahn eecnbe directly submitted for gate array fabrication.

such that no expensive ASIC design process is needed [2).

fig. 3. A 2-dimensional filterng example
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NHEW HETZc CF EMaIC LINEAR STS

ANALYSIS BA Ct THE LEIS

ALGCOITHHS CF c VwLUTnI C:CU A7ICf4S

Januzs Zarebski

Institute of Padioelectronics

Merchant M.arine Academy of Gdynia. Polard

Abstrac. - In the Paper the -oryless 2. THE BASIS OF THE HEIOTLESS ALIOP.ITH

method of analysis of dynamic linear systems

iescribed by convolution integral is If in eq.C3 coeffic'ents for

presented. The es-oryless method is i-1.2 ...... L. denote the real nt.bers then

applicable if one of the convolved functions to solve eq.Cl) in the n-th step of

is a sum of eqpnential terms with real or calculations the following memoryless

complex coefficients. The algorithm based on algcrithm can be used 133

the proposed =ethod is numerically simpler I I I I'-

then the known. di r ect algorithms of "nn- h * h
-
X

n  
C3)

convolution in the time domain. L .  C4)

1. 14RODUCTIO where C' = expC-o-A). C)
I A I 6

The natural way for the derivation of hI =. -k i  C)

the output signal yCt) of any linear.

time-Invariant system is to calculate hi = -
j 1 k C73

numerically the convolution integral
t The memoryless algorithm can also be

yCt) - k(t)e t) =f kCt-r)-xC)dr. Cl) formulated for the case in which the kCt)

0 function Is given of the form of the sum of

where: kCt)-the pulse response of the trigonometric functions. Idea of such

analysed system. xCt)-the input signal. for algorithm will be explain for the simple

the sequence of the tine sample values case. when

t Cn-l.2... .). The direct algorithms in kCt) = B-e-at cot. C8)

the tine domain for c o nvoluti o ns are Becouse of

numerically complex. because the number of -ato

multiplications in the reallation of these B a-exp[-Ca-JwOtJ

algorithms for n .amples is proportional to q.Bxp{ a+J.3W. (93

n a Usually. in applications numerous

techniques based on the Fourier or than, after taking advantage of linear

Laplace transformations are used Ml] If one propertios of the convolution integral, we

of the convolved functions. e.q. kCt) is of receivo

the form
YKtD-x~t) xp(-Ca-J.3t)

L
kCtD E A,. xpqC-.t .0 Ca) Bi.1 I 1. e,,p(-Ca+JOt) =YlCt3 + Yt.C0

then the meroryless algorithm described In where

the paper (2) can be used In the paper the YlCt) = y, Ct) Cll)

memoryless algorithm in the time domain for that means

the analysis of a larger class of linear Re -YC03 - Re tyeCt)] C12)

systems Is presented
Im (YlCtD) - - Im y'(t)3 C13)
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So. In the n-th stop of calculations .2a 1 H

Y 2 
R
eC > - 2 ReCyn 2 . C14) y l-a [

For the clarity of algorithm. In the ReCy
1
)t~ eC{P-CY.C.l9 CY.-i) 6

further consideration, let's take A1 "Xn I _ A1 "Xn

yn C OYl.(153

canyo * Im C 0 ) =
T-hus. the parame.-ter.s In eqcz can be_1

described by the following dependences - 1 -- o0

a C , a 0 C17>c±)~T %~c.,)a

a-d fro e C5) we have
k k I >6kIeC c 

¢
osw - sirocCO.. (1 5 [CY5 n) = k )6k R ky )61

C -18 *j-cs5 s..).C 'C.. v ICQn-l> a Cn-l)'>

Afto r In-luding eqs.C3.4.8,7o.4-I8). for the kBk'Xn-1  I k- 23)

n-th stop of calculations., the meoo.y.ess 4 a 4

algorith s of the form= -a- * k  -bk A
where .e

Ser ies of numerical calculations

- Pochl1 hperformed with the use of computer program

Ih hbased on the described algorithm confirm the

IMY - .aM correctness and effectiveness of the
S+hmemoryless method.

- whhr- * Iha-

Yn - ,Yw I>4. SMM.OARY

where In the paper the new algorithm of the

hl. q-CB-A'6 1  J BC convolution integral calculation Is
hproposed. his algorithm Is applicable for

B C the special form of the convolved functions.

an4 q - c
- A , 

61 cosat. 6, = sinat. The principal advantages of the proposals

In the same way we can formulate the algorithms consists in theirs numerical

me-ryless algorithm for the function k(t) simplicity and in theirs "mesryless"

of the form of sinot. properties. tnat means, for the calculation

of any output sample yn only the actual

3. ThE HAIN ALGORITHM input sample value xn and the preceding

output sample value yn-1 are sufficlert.

The eoryl ss algorithm from section 2 can

be peneralized for the Fourier REFERENCES

ropr oentatjon of function of kCt) of the

for. I Agarval R.C. .Cooley J.W.: Hew Algorithm

Sor Digital Convolutlons.IEEE Trans on

k(t' = 1'A cxp<-a 1-t)coswit + Acoust. .vol 1977 N. .p,
3 9 2

.
. Janke W. .Zargbre J - Fast Algorithm for

H- the Special (se Convolution and
t8 1 e xp<-b t~sin. t (2) Dcnvlto Cluaios EE nen
3l Deconvolution Calculations, IEEE Intern.

In #his tase the consecutive samples of the symp, on Circuits and Systems. New

convolution y(t) are derived according to Orleans. Louisiana.190,vol. 3. p. 2377.

eqiatlons
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I
A REGULARIZED SOLUTION FOR DECON'VOLtITION OF SIGNALS WITH EDGES

BY AN ADAPTIVE ITERATIVE VERSION OF TIKHO.VOV-IILLER METHOD

CARMEN SbNCHEZ AVILA lem. a priori knowledge about the original signa has to
Department of Applied Mathematics be included in the derivation of the deconvolution algo-
Ciudad UnTer-sitarl s/n rithm. Such an approach is commonly referred to as "regula-
280 0 Madnrid. SPAIN. rlzatlon Il.

Our approach is to find a regularized solution to an

"ill-conditioned' system of equations. The regularization

Abstra-t: An adaptive regularized Iterative algorithm which approach we take here is based in the Tikhonov-1liller me-
solve the °ill-pod problem of deonvolution of signals thod. which e will revise In section II. In section Ili we

with edges in a n:mrically stable way by Incorporating an propose a way to do this method adaptive. In section IV we

Adaptive Projection Operator is decribed. Conidering the present a numerical example which shows the advantages of

joint detection-estimation character that edges deconl on- this new method.

tin problem hare. we introduce an adaptively contracted 11 THE TIKHONOV-MIL METHOD
(projection) selection oper-tor to detect the sharp changes
In intensity (2-D) or tl& edges (1-0 of the solution,
which can be combined with iterative algorithms based in The theory of ill-posed problems and the methods to

the Tikhonov-Miller method. A numerical example sows the solve them began to be extensively developed after funda-

Improvement of this new adaptive method proposed. mental works by Tikhonov [2-31. The most important disco-
very in this field was the concept of zpprotimate solutions
of 'ill-posed" problems (21. the means of finding such so-

1. INTRODUCTION: lutions being based on the concept of regularizing algo-
DECRIP TION OBLErithms 131. Tikhonov has suggested the following scheme for

DESCRIPTION PROBLEM costructing a regularizing algorithm.

Let us consider the ill-potsed" problem (2). where f
In sigal deconvoltion the ultimate goal is th - and g -E H4 Ul is a Hibert space fiulte-dinensional., and II

covery of the original signal from a degraded version- is a continuous linear one-to-one operator from HI to H

Jab Let us consider the functional-

k -x~tl(t)dt - gix) a s x b ill (fl IH f - g IfI
a2 2

where a is called: regularization parameter. It can be seen
or formally: that under the above conditions the functional hl(f) (for

We will consider the discrete version of (2) any a>OI is very convex and it will have a 'ower bound on HI
H f - g (3) only at the point f," This extremal f. of functional M If)

In addition, the d.graded signal is nearly always corrupted is found from the solution of
by random noise. We model our noisy degraded signals as fo-
IlowS- I

1 
H f af HT g

H f n- g (4) Additionally from the regularization theory Ill, it Is
where H is an impulse response. We will here concerate on well known that physically meaningful solutions to "all-
situations in which H Is assumed known, and the abrupt cha- posed" problems can be obtained by incorporating a priori
racter of f Is also known a priori, information about the original data or the noise int- the

Strictly speaking. (4) establishes a detection plus solution method
estimation problem First, we have to identify the edges of In signal deconvolution we usually have available an
f (original signal). then, to estimate the values of this estimate of the norm of the noise present in the degraded
sharp changes- signal; so

Is well-known that this problem corresponds to resolve n g -I f. Sc (5)

a Frt-holm Integral equation of first kind. and. in hlbert
spaces Is generally an 'll-posed" problem. We will say The bound c is related to the amount of the nise present,
that a problem Is "well-posed. in the Iladamard sense Ill, and It is assumed a priori known
if verifies the following conditions- II there is a solu- The Tikhonov-Miller regularization 14). provides a se-
tion for each g, ill the solution Is unique, and ill} the cond kind of a priori knowledge To regulate lo-i, the
solution Is a ctinouns function of the data g. that Is tradeoff between the noise magnification error and the re-
the problem Is stable to small fluctuations of g. If some gularlzation error. or propose to impose an upper bound w
of these characteristics is not satisfied, we will say that the norm of the filtered signal L f., where L is the li-
the inverse problem 1, "ill-posed" Then, in our case a) a larlzaton operator (here, L is a high-pass il-

solution In the clsslc sense doesn't exist, and it's no- near rego

cessary to define what we'll call an approach solution to ter) L j 2 E (6)
the problem (2. b) the problem is not stable as far as gv 2

The bound E is issumed to be (approximately) known a
and g

2 are close elements and howver their respective so- priori

lutions f, and f.. may be substantially different. Following the Miller regularization approach 141 we

In recent years Iterative signal restoration, an ite- combine iS) and (6) into a single quadrature formula

rative signal deconvolutlon in particular, has been given 0(f) - 0 g - ItI f, C a 9 L f. 0
'  

i7)

considerable attention. z
However, most of tie existing Iterative algorithms are The regularization parameter has the fixed value a-lc/El

t

derived without explicitly taking into account the presence Among the solutions satisfjyng (7). a physically reasonable
of noise In the degraded signal. As a result excesine nol- -holce Is the solutio, f. , called the Miller regularized
se amplification may occur and heavy ringing effects will solution, which minimizes the functional 0If 1 The solo-
be visible when the number of Iterations Increases It can
be shown that both effects are due to the 'iil-posedness tion of this minimization problem is given by the normal

or 111-condltloredness" of the deconvoluzion problem Ill T

In order to solve the ll-posed* signal deconvolution pro- equations (ill f: LLi It g (8)
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0 50 10 iSO500

0 0 10 100 50 100 150
Fig. 1. The original signal. Fig. 3. Afoore-Pettrose pseudoInverse

0 11

dgrOd stoo!SN 150 021 100 iso
Fi. .h dgrde igal SR- 23 18. Fig. 4. The final result ith the pro posed adapie

Tilthono-Miler method. It - 22.

itere, the solution f: is approximated by using an iterati-

ve method. which simultaneously offers the possibility of
imposing a deterministic constraint on the solution.

We mresite (81 as-

Ill. AN ADAPTIVE TI'(HONOV-SIILLER METHOD 0 60 100 150
Fig. S. Result ilth the Tlhnov-Atlller method. 11.120.

The knowledge about .he abrupt character of the origi-
naM nl would be equivalent to introducing a square se-
lection matrix P in 14). I'l I if If (a)-fjr (i-li > 7r

IftPf .n .g (10) pmul- 0 i
We can considered P as a Projection Operator, such f 0 if f:1) f~iil I T6,,

is a fined point. iLe P f - f. We define the Projection where-
Operator Puas P 'piBT .- max(T yamin I f fi k QA I

0 I being a empirical constant. 0 < a- < 1. and A indicating
where B Is a basis change matrix, such that Bf rePresents j, tin sot of points selected by T _
In the basis i~

8 - I dani-D--il I V I
P mill be a diagonal matrix. with all the elements equal IV. A NUMERICAL EXAMPLE

We present the results of a computer simulation to
to zero with the exception of those ..orresponding to nonze- illustrate the performance of the method 11imn) corres-
ro values of B f Unifortunately, Pi Is cat available in ponds to the values of the impulse response h~m-ni of a
practice However we can try to define adaptively in each low-pass filter. Fig.l shows the original signai f, where
iteration. So: the only nonzero differees are f(40)-f139)-2. f(46)-

P n" P: p 0 fl4S)ll j56)-jlS5ln-2. and f1(65)-ft(641e-l. Fig 2 shows
the degraded signal g a If f + n. where n is a zero mean

For the new system (10). the algorithm (9) is given by Gaussian white noise with e=-O 02 Fig 3 demostrates hnw the

=11-ui 0 LPh)t j: 'P1' -l f applications of a classic method (non regularized) the
ILPIf n ~' g -~ ~'~n hoore-Penrose pseudolnoerse does not puvoide a useful

Considering that P
T
.P and that we need to define aso- result. Fig 4 shows the final result. f . ,applying the

etion matrix at each step. swe arrive at. proposed method with -
0

i 0. and fl -n 1.. Finally. Fig 5

fn (I it-i ali3P -eLP 'f If a P , ITIp I shows the result obtained applying the version Iterative of
Tlhhonov-M Hler method 191 withut the Adaptive Operatnr

We wili assume here a conraction pf the projection We can see the improvement Introduced hy the new adaptive
domain Le., the nonzero elements of P:" must be a sub- regularized method.

set f toseof P' Asumng sch cotracion wecanREFERENCES
setof hos ofpinI Asumng ucha Cotrctin. e Icn l Tihhonov. A N and Arsenin V Y , Solutions of Ill-Posed

wine.i , Prohlemts, Wiley. Washington. 1977l.
f"=P "if I in 0l 1LP 'f: . 0 It' g-IIP fn f: 121 Tilkhnov. A.N ,Dohi. Ahad. Nah. SSSR 151. 501,01963)

Stewil dfin P aftr btanig f~ y ica 131 Tlbbonun. A N, Dokl. Ahad. Hauk. SSSR 153. 49. (19631
tA il e i Pe uste abann : b 141 hiller. K . SIAM J. Mfath Anal.. vol 1. 1970. pp 52-74

threshold procedure proposed by Papoulis and Chancas in an 151 Papouiis. A and Chatuzas, C , IEEE Trans. Acoasl.,
extrapolation context (SJ SpeechI Sig, Proc., vol ASSP 27. no 5, 199pp 492-500
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FEASIBILITY OF LYAPUNOV FUNCTIONS
FOR POWER SYSTEM TRANSIENT STABILITY ANALYSIS

BY THE CONTROLLING U.E P. METHOD

A. M. ESKiCiO6LU 0. SEVAiO6LU
Computer Engineering Department Electrical & Electronics Eng. Dept.
MIddle East Technical University Mddle East Technical University
06531 Ansk a, TIrkey 06531 Ankara, Turkey

Abhofct - Recently a great deal of improvement has been achieved in major aim of this study is to make a comparative evaluation of three
reducing the inherent conservativenens of the direct method of Lya- well-known Lyapunov functios with the purpose of determining their
pun" in its application to the transient st.bilty analyris of multi- feasibility for transient stability analysis using the controlling u e.p
machine power systems. One major discovery is the recognition of the method.
fault location as a critical factor for the determination of the boundary
ofthestabilityregion. The controlling u.e p. method takes into onsid-
eration the relevant unstable equilibrium points to construct Lyapunov
swfaces, local approximations to the stability boundary, giving more 11. POWER SYSTEM MODEL
accurate estimates In this paper, three common Lyapreov functions
ae used in a comparative evaluation to determine their sasibility for In the following analysis, the classical power system model is used In
the local Lyapunse surface approach, It is shown that the usefulness this model, the state equations of motion are mathematically expressed
of ifferent Lyapunov functions varies greatly in various eases of insta. as
bulty occurring in the applications. , = ,, = 1.

,, = I/,EP.,P., - D.,. - EG.,

I. INTRODUCTION - E.EZcos(6,- - On)], .... 'n

There has been a substantial amount of research in the use of direct
methods for the transient stability analysis of multi.machine power where
systems in the last two decades (1].[41. Among the vanous techniques 6, = rotor angle of the ith machine
proposed, Lyapunov's direct method has attracted much attention and w. = rotor speed of the ith macune
proved tobeapromisingtoolofanalysis foroff.lineandon.linestudies. r = 2ft (f = system frequency, t = time in seconds)
Initially, the results obtained using Lyapunov's direct method were, in H, = inertia constant of the ith machine
general, practicably too conservative in spite of the fact that numer- Af, = (4f) H,
ous Lyapunov functions were developed and tried The main reason D, = (2/) d, (. = daml ing coefficient of the :th machine)
for this conservativeness was later understood to be determination of P_, = mechanical power input to the ith machine
thy stable region in the state space independent of the fault location. E, = constant voltage behind the direct- as transient
In this original approach, commonly called the closest u e.p method reactance
[4, a global approximation to the separatrix, the stability boundary, Y, = modulus of the jth element of the reduced system
is obtained by constructing a singie Lyapunov surface using the un- admittance matrix
stable equilibrium point which gives the mnimum value of the chosen 0, = argument of the sjth element of the reduced system
Lyapunov function. admittance matrix

To alleviate the inherent conservative nature of the closet s ep. 0 = d/dr
method, recent studies were focused on identifying the unstable eqi It is stated that within the Lyapunov context, the corret mathemat
hnnium print corresponding the fault under consideration, and em- cal model should be described by the relative, and not by the absolute,
pioying it for the construction of the local Lytpunov surface, Referred rotor angles and speeds [1] Talk g the nth machine as reference and
to as the controlling U,e,p, method [4), the new approach provides defimug the state vector as
a local approximation to the sepaatrix, producing much improved
estimates for critical clearing times. The ;undamental problem with 5 w (li ,i,., ,,-t.,ii.r, ,
this method is the difficulty in determning the controlling u p, and
several methodologies have been proposed for a solution [5-110] It he above equations lead to
is evident that both the closest and the controlling u e p methods 6,, o,, = 1, ,n-1
give the same result only when the closest unstable equilibrium point =
happens to be the relevant unstable equilibrium point.
The controllings e p. method exhibits a dose similarity to the method -IM,IE,E,. ces(6,, - 0,,)
of tangent hyperplans (1t) or the method of tangent hypersurfaces
[121. Ali make use of the so-called type I points in costrueuig local + EE5 Y, cs(6,, -

6
i' - 0,,)]

approximations. + -A

The use of local Lyapunov surfaces for the determinatlon of transient
stablity regions is reported in a previous work [13), A commonly used +I/M,(Z EEY,, cos(6, + 0,J)]
Lyapunov function was taken and the results obtained by the local and ,I
global approximations were compared Similar investngations with dif n = I, ,,I -
ferent Lyapunov fonctions are also avariable in the literature The whore C DJ/M, fur oi
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F~ -F

I11. THREE COMMON L~A'udVFUNCTIONS Far VI (171,

The three Lyapunco functions considered for oorSI5isoa are snidely V,. = : M EkG,4s:n(f,. - 4.)- SInDOZ. 6:01/
used and frequently discussed in the literature. They wMe kO =+ .1

V =VIs+VI2+Vn [141,40

-M. Ia~~i(,.-.) inI(II - 6kJ)
where [ kd.1 (i.-dJ[,. , (. &,

Vs = x:l2JMM,(..-a..
. Acorrection term for the Lyapunov function V2 is derived in (181 as

PA3 : E-EB.,If [cos(d.. -6S,.) - cos(d'. - 6;..)] cod-.X.-.-(. 6.)
.j..41 NVt.-b. d~- $nV,6,J)

Titemis obtained by the exact integration of a put of the non-
V2 = V21 + Vn + V23 (151, inerbeterms hither to neglected.

Fihalre the fourth term for the Lyapunov function V3 is taken to be

Vu - AEEG,, rsinf 6,. -,.) -6.(6.. -6J
V.~~~5 -, - , ,. 04

The efitct of addinsg the above terms in the expressions for the given
V3  MEEB, [cos(4,. - 6,..) - cos(6, - d.)1 functions As also checked for the test systems ose in this work to

d.1 .'+I establish their validity.

V =V31+ V32 + V 3  [16),
where

V,1  1 /2tM, IV. APPLICATION TO TEST SYSTEMS

Two power systems are used in the appication of the controlling noe pV.3 = - 2 (,. E,'G,,)(d.. - b") method together with the closest ut e.p method. The smaller is a 4-
generator system 1161 which has extensively been tested in numerous

Vw3  - ~ EEl, csd..-,.-co6' j studies. The other uystem [19] is provided by the South o:f Scotland
.=s a-.+sElectricity Board and hso 12 generators.

Stability characteristics of the above systems Mre investigated by ap-In she above expressions, superscript a denotes valuo of the angle at plying a 3-phaseto ground fault, one of the severest that a power
the stable eqouibrium point, and system may ho subjected to, at each of the generator terminal buses.

M,(P, - ~G,~ - MP -The fault is assumed to he cleared without line tripping. Because of
C, A p ma ,-E'10.) the properties of the cinoocal model, only the first-swing instability is

M = £61, akes into considera'ion The value for uniform damping is assumed
= m' lo be nero. This isthe usual choice as accounting for uniform damping

11, saisceptancos improves the quality of oystems stability but not its quantity [1). Ilow.
ever, the analysis presented in this paper was also carried out using
a nanrero valuet for damping. Because of space limits, the results are

It should be aoted thsat 1,1 baa already been used in 113J. hlowever, not included here As a passing remarli, it an be said that they are
in the modulus of the j-th element of the reduced system admittanc slightly worse than those for zero damping
matrix transfer conductances were not assumed to he zero, producing 4.1 Results for 4.tGenerotor System
rather different results especially for case of multi-generator instahd-.
ity Is should alsm be noted that the Lyapuuov function given In (5], Three type 1 (unstable) eqoslbrium points are found faa tat system.
ahislaIS also co11mon, has been shown to he Identical to V, and hence They represent the modes of instability for generator 1, 2 and 3 Tho
cana ho assumed to give the sme results reported for V, estimates computed for critical learing times (CCT's) are listed in

To Account for transfer conductances, G,,, the expressions for the first cTrling. sop mathd aCgdnd ote coethue p.T' mehesectively.
Lyapuno function can be 'corrected' by assuming a linear faulted cotolnuepmthdadhelsstu .mtorsetily

traietsory in the state space and, hence, adding a fourth t=i
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TbeLCrtclClear-ing Times for 4-Generator System 4.2 Results for 12-Generator System
a si6mates of the Critical Clezring Times by sing V' ~, Elve typ I pont exst on which crrends to the cluster

Faulted Vi; Actorl COT COTI Error COT, Error of generators from 1 to 10 losing synchronism wisth the other two.
Bus (-e) (see) M- (-) (%) Tire remaining ten points represent the geneiators, excluding 5 and 7,
1 137b2 0.87 0.500 -102 0-500 -102 faln individually out Of step with the rest of the system. The OCT
2 170267 0.441 0.434 -1.0 0.391 -1 1.3 estimates are shown in Table 3.
3 210719 0.491 0.453 -1.6 0.396 -19.3

(h) Estimates of the Critical Celeag Times by using V42 Table 3. Critical Clearing Times for 12-Generator System
Faulte V", Actor!. CUT C,j Error (CT, Error (a) Estimates of the Critical Clearing Times by sing V,

Blus (e) Wne() 1) (- Fanied V,7  Actor! COT COT, Error COT, Error
1 137246' 0.57 0.511 .0.3 0.511 -0.3 Boo Wse Mse W% (s/)(9)
2 160721 0441 0429 -2.7 0402 - 1 161597- 0.117 0 113 -34 0.113 -34
3 195373 0 491 0.476 -3.1 0.414 -15.7' 2 903737 0.278 0.274 -14 0.138 .504

3 295095 0301 0347 153 0326 8.3
(c) Estimates of the Critica! Clearing Times by using V3  4 808543 0.387 0.371 -4.1 0.207 -46.5

Faultad V, Actoal COT COT, Error COT, Error .5 171611 0.287 0.142 .50.2 0.139 -51.7
B11i; (se) (se) (M8 (see) M% 6 828582 0311 0336 4.8 0.185 -40.5

1 1.6585, 0.557 0498 -10.5 0.498 .105 7 171611 0221 0.111 -498 0.108 -51.1
2 2.1518 0.441 0.433 -1.8 0390 -11.6 8 495784 0324 0.342 56 0.236 -27.2
3 2.7239 0.491 0.483 -16 0397 -19.3 9 899148 0300 0.302 07 0.144 -520

10 242594 0A401 0295 -28.4 0.253 -36.9
ofit y~., Ilo, 6457812 0278 0 318 14.3 0053 -77.3

'Iloram'sitoise r~osefoetol 2 0348150 0311 0285 14.1 0 062 -80.1

Examnin th reult anTabe Ilead tothepnmy orausar, hat (b) Estimates of the Crasirnl Clearing Times by using V

local Lyap-rno surfaces yield always bette' approximations through Bauste (see Actua) (9) (serr r ) %Ero
which much improved COT estimates are obtained. It is noted that Bu 394067 0.117 0 125e 77 011 M
very similar results are obtained by using the three Lyapunov func- 2 1701419 0217 0303 90 0,110 -40
tions. This cart be explained by the size and simplicity of the power 3 2737419 0301 0324 78 03124 5
system which does not exthit multi-generator instability. 4 272744 0.307 0814 -86 0.13 76

Next, the fourth terms are included in the functions and the estimates 5 1752938 0.287 0315 9.8 0.145 -49.5
for OCT's are recomputed as shows in Table 2. Illis interesting to 6 1271566 0311 0342 100 0 181 -35.5
see that the additional term in the first two functions brings about an 7 1752938 0231 0.257 163 0.114 .484
improvement in both COTs's and CCT,'s, the smallest errors being 5 792931 0224 0.344 62 0.224 .309
provided by V2. Strangely, the inclusion of the fourth term is V3 leads 9 1542023 U.00 0354 1 3 0.126 580
to relatively worse estimates. 10 425643 0.401 0.270 -32.7 0.219 -45.4

11 5358124 0278 0304 94 0083 .701

Table 2. Critical Clearing Times for 4-Generator System12 6950 31 0.6 80 006 -3

(a) Estimates of the Criticsl Cla in ies byX UsingV n 1  A comparasos of the estimates An Table 3 show, ihat wilh only one
FAulte V', Actual COT CT Error COT Eror exception, local approximations again previde much more accurate co-

Bs (s - (te (9) (e) 9) lmats thou the global one. A, reported earlier J131, CCTI's btined
1 .1323911 0.557 0502 -9.9 0 502 .99 by V is considerably pessiutl ard almost equal to CCT,As for the

2 172011 0441 0437 .09 0354 .10.7 cases of multi generator instability The use of V2, howevtr, not onaly
3 215030 0491 0489 -04 0484 -177 eliminates tbis inefficiency, hut also produces quite awafoios and sea-

.sonble errors in CCT,'s (Thin uniformity is also omsrved to some
()Estiae ofteCiia largTm by a ,n V!Ead V2.a extent in the aalysis af tse 4-generator system). For ae18, a eca
Fled T, co!CT CT Error COErro r sonahie estimate could not berobtainied either by Vi, or V2 These seems

Buos se) (se) M9 -(3ec) (M1 to be no apparent reason for such anomaly. The estimates computed
I 146499* 0857 0519 -6.8 0819 -. 0. by the method of hypersorfaces, for instances, are not norse that thoso
2 101540 0.441 0.443 0.5 0.406 .79 for ether care It wasa no. possible to rio V3 for the 12-generator sys-
3 217015 049! 0.488 -06 -0410 -14.9 1cm because it assumed negative values at all type 1 porstts Even

though the function itself was found to be monotonically increasing
Wc Estimates of the Critics! Clearing Times by u V an V in the neighborhood of the stable point, neither the closest nor the
Faulted T,, Actual COT COT, Ero COT, ErrN or controlling ute p method was applicable

Bus (see) (nee) M% (sec) (M1 The effect of including the fourth term in ach Lyaponov fonction,
1 1 65349' 0557 0.490 -120 0.400 .12 0 given in Table 4,ias not positive, in general The most significant con-
2 2.14772 0441 0420 -2 9 0365 -12 7 tributiona of Vi, is that the over-pessimstic CCTI's are removed and
3 271009 0491 0.470 -4.3 U833 -22.0 replaced by highly accurate ones The term V74 does sot seem to con-

tribute much to the improvement of CCTIi, in fact the uniformrity of
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resut~s is a little lost Nevertheless, it is interesting to note the reduc- V2 does not ioprove CCT'o in geerair butreduce; theerror I most

tion of error in CCT, by about 5 percent on t0e average. This must of CCT,'s. Function V3 with V4 was again not applicable.
normally be due to the inclusion of the effect of transfor conductances 4 ntewoe 2i nesodt etems prpit
rendered by the term. The function V3 together with ito fourth term 4)cto on the oeVs urAndereo to eerteg lotl appim
took on negatise values at the type I Points again, and thus coul not sfncinaogteoneeaieser.ngnrtglclLauo
be abtated, ufc.

It is apparent that the performance of different Lyapunov functions in

Tabl 4 ritcalCleaingTims fr 4-eneato Sytem transient stalilty analysis of Piowr systems varies quite considerably.

Tabl 4 f Crthca Cleaingei Times or sngV a-enrao Sy tem This performance difference is exhibited especially when using the new
(a) stiate oftheCsirca Clarin 'lmesby sin VandV 54 approach, the controlling ure p. method. The major conclusion to hr

Falted~n Vv, Actual CCT; CCrt Error CCTI Error drawn out of this study is that although the use local Lyapunuv our-
Bus (We) (se) (%) (se) (%) faces decreaces the cooservativeneus of the direct method of Lysp-inov

1 298 0.117A 0,2311 144 0.02637. substantiolly, the controlling u~e p. method cannot always he employed

2 1608 02781 0.278 -44 0.12 -036 as an effective and reliable tool as it ls understood that its accuracy

4 7239 0.87 029 -2.2 0.17 -72 varies agreat amount Andifferent cases ofinstablityocciringipwer

5 129317 0287 0.283 .1.4 0 116 .996 systems.

6 733336 0311 0.286 .80 0.152 .51A1
7 12S3517 0.221 0.230 4.1 0.091 .58.8
8 444016 0224 0.282 .130 0,185 -429 REFERENCES
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MODELLING AND SIMULATION OF DIGITAL TRANSMISSION SYSTEMS:

DESIGN OF OPTIMALLY TOLERANT EQUALIZERSI
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Integrated Broadband Communication Systems Group
Dept. Electronics and Telecommunieations

University of Aveiro
3800 AVEIRO, PORTUGAL

A bstmct-The design of a digital comntinication system is the resuIt chosen between the elements of a vast set which includes
of some trade-offs between several system charactenstics. For a well Manchester, CMI, 5B6B, NRZ, Walsh-2 and others
defined system an optimum design is usually difficult to achieve SHAPING FILTER The pulse shaping filter defines the
analytically, For that reason it is usual to resort to the help of format of the transmitted pulses Two different shaping filters were
appropriate software simulation and numerical optimization tools included in our simulation system, a raised cosine with user-
The problem is further complicated if a complete charactenrzation of definable roll-off and an ideal low-pass filter.
the transmtssion channel is not known, as is the case when TRANSMISSION CHANNEL + EQUALIZER. The
designing a system to operate in the .ustomer Access connection transmission channel introduces distortion in the signal, hindering
(CAC) or in the customer prenises network (CPN). This paper the correct decoding at the recetver. This distortion must be
presents a software package SPOT (Simulation Package and compensated by the equalizer.
Optimization Tool ), that calculates the optimally tolerant equalizer Several types of transmission channel can be accommodated.
for a digital trasnmssion system with unknown channel length in the Presently SPOT simulates two types uS tiansmtssion channel.
absence of noise. In addition, a case ,tudy correspording to the oaxial cable and optical fiber [1). The characteristic parameters of
CPN environment is presented, the channel are normalized to the system bit rate The models of the

normalized frequency responses of the channel, H(f), and equalizer,
I Iti fl E(f, are giver by:

The equalizer of a digital transmisston system is designed to i) Coaxial cable:
compensate for the distortion introduced by a particular channel .A 'S7II f A, 2 (t I
length However, in most applications, such as the connection H) e and e(I)
between a local exchange and a subscriber, the length .'f the channel ii) Optical Fiber
is unknown whereas different subscribers can be at different
distances from the local exchange. In this ease it is usual to resort to '21 A, 4' e fA.t
the use of adaptive equalizers, but this can be a costly option An HA - e and E 0 = e ( 2
alternative approach consists in using an optimall) tolerait fixed where A, is the channel distortion index --;,U A, is the equalizer
equalizer. index

This paper is concerned with the design of an equalizer These equalizers are not realizable. Nevertheless, they are used
optimally tolerant to channel length variations In section 2. a brief as targets in most realization method,.
description of the software tool used to simulate the digital AC-COUPLING, An high-pass filter models the AC-coupling
transmission system is made In section 3, the cpurization problem effects is the receiver, which can not be fully compensated by the
is stated aid the algorithm used is described. Some results equalizer. An nth order high-pass filter was implemented as a
concerning the CPN environment are pre,ented in section 4 and is cascade of multiple first-order high-pass filters
section S a brief summary is made Two parameters, extracted from the eye diagram (ED), e

apersure penalty P. and the jitter penalty P5, are used to assess the
2 - Simulaon systenm performance ofthe simulated system. The aperture penalty measures

A software package SPOT (Simnlation Package and the decrease of the vertical eye opening introduced by intersymbol
Optimization Toolt is used to calculate the optimally toleani Interlerence (Slj, The jitte penalty meaures the unwanted pulse-
equalize lot a digital tiansnssion systcm with unknown channel position modulation l the iecoveted clock. Introd ued
length in the absence ul noise. The mnodel vi the digital transmission simultaneously by the shaping filtet and ISI Fig, 2 illugtrates a
system implemented by SPOT is presented in Fig. I typical eye diagram .

Figure Tyna 
l  

.ruin

Figure I - Stusil of s digtal taswisson syscim The aperture penalty P. is given by

ENCODER The encoder maps the input digital sequence IA Pn- 20 1ogt SO) (3)
into the transmitted digital sequence Bk The line code can be where 0 is the worst-case notesalized ED vertical opening When

This wik na suppo'ed by RACh proenct R 1052 SPOT taigmi PrOesnn Ae 
= 

At and there are no AC-coupling effects, P. equals 0 dB
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12 xruon .teRACE ~m~catoiaed %~eA ani~~~ic U e~aewd3035 CflC (Cuisaicr ftbxR% )mL..edj

b~ en ~l Re c.5g ad he negfasn 7be C-l
isten e C es) Inud di'bhhy oyfe -d-E~:i bitft 141- M M:.1035 ! cavEra T: cf

~~~~S Thsisga ~zes ~ eCbner:imk zane CCl 32 93. Cwc ciciiw& a a

3.I)Sw~cm~c~oL~cpmbk - E te s-_a pters. the *~tum= Pulse sbei 07s
Mhe craosuissmo d=-e4 lengthi is asue Wo~ ew edaa0 n-f rase z;~ce E~na- ay et n wa f2nm tat a0 103hcaid coueiAtchwifa

I ~ W 0  (:ize .w)I' CS) Mh oginzn qusosidpesena aacaeaezn
"ere is . fIMaiscrdsc tib the reluasaWe Evetr.=c::arg'rcethn

sitter and 151.bi Tuparun=e iudeo tc on the atal hada Ift= 9!-= haeof Lb EDsasr~i-lop=Ezun(w > 0,nimtpleentation. For exa==ple, a system with:2 deaecd clock 71:aegeC 9 d aIco x -tR-05S
recovery cucuit mustn be assigned a lowr value ofw. Usuali values i1tlmru equalizer nouop=euata = alo dep=We a* Fir, 3. Fo
of w will be near 0.W49. it=b eoL=f wo h is rc s 35higtif This

A global ertor trcanic. the average compound penally E . is corrsods aveage L.5dB EDvriW pcngcat.udefined as the ax c te roopotmd peenhiesovr the runge of %0eyarcrPtea"' "fO.P"" Puak'pam Issbeetundci lnghsuc: Itoworth to =seesoa that these results were cained
an =signtrf~mdistbafor the ehisof ft ii.c

(f\~J~i~tA, A) cp= few*an; eq.Szo

E A L-.(6) pa ILs
Definition: A 1.508 4 'C au88_____

2a 1,50 ---.

3.2) Iterative Algorithm 11.0 -________
.At the onset of this work the main teqiremet for the numeri: us -------optimization algorithm was rohustuess. A particular variation ofa a 10,58 es -~<- ~ -- __consitined direct search miethod with randlon jumps 121 was 1 3-5developed. The iterative procedure is started with an heurisfic first 500 I" - --------

approximatonnd wih ahistep vale. Mxealgorith sz,'hs a u 95 .- 2.0
better approsimation to the optimum equalizer using esserially the I

f~ i r tequalie ca .+ S (A. is the ctrrent choice of
optimum equalizer awl S is the cutreut step value), and calculate 80.0. - 09 1,

it) If A, is a better equalizer that Am, theu Ac is the rewei~5
choice of optimum equalizer. S is reuticed to S/2. and point iiis Fig3A) off ~ryjk qk.8
repeated. AvMV eon~fadrulty -m d .e.hih V in rxWaQA..ra

tit) If Arts not a better equalizer thas Ama.then step S is C=PuWmnidlya -W iz t tigierused inti.ia [wu etift
changed to -Sf1.5. und point i) is repeated. '6La; faa, i

iv) Randomly (about once each three iterations) the ste sizelusis
subjct o aranom ~ung (aoutone ift it prsentvah), ith A Simulation Package and Optimization Tool enabling thetheubject o prndtang Ies aotoeffhispeetW Z design of an equalizer optimally tolerant to channel lenightvariations

On Te above rules are used with two exceptions. Au was presented. An application examnple related to the customer
acceptability threshold was established for prcventin; the design of preiseso network~ environment was discussed. It was foura thai the
an equalizer that would be in an average sense, or in a particular us fa pimally tolerant equalizer can improve significantly the
sense, a very bad one. if any E. o particular Ec exceeded a perf oraceof a digital transmnission system with a vartable channel
predefined value the equalirer wascrejlected (in these cases, etther lnh
another line code should be tied. or adaptive equalization should be
considered). Furthermore, the value of the optimally tolerant. 6-Rekerttfts
equalizer index was constrained to the rage of channel dtstoraocn II -omnparative study of line coding, equalization and detestio
indexs defined by the user, for opical fiber tranumission in the Customer Premises Network".

vi) The above rules are performed until a top conditioni RAC2E Deliverable AIPJAIDA.2. RACE project R.IBS2JSPOT.
reached. This could happen either by reaching a predefinedacsrc J2anuaty 1990iie. Opiizto Tc lqu J.Box. D.Daviea.or apredtfited number of iterations. 11-NnLna pitto ehius

vii) The iterative procedure (steps i to vini alwy ru11nr WJL1Swann. 1969. Oliver and Boyd. Ltd.
'fli guarantees a further security against tbe oceurrene Mf local 131 'Preltininary Specification of the termninal io CPN inteffacc.,
minima.n floa RACE Deliverable 35 / ATI'fl I DS / B /008 Mb. RACE poject

The proposed ulgoriihm priforms ark average as the Classical R.103SJWPI. Customer Pientises Network. July 1990
'Golden Rule' al;orithm (51, she interval reduction performed by 1.11 Recommndation G 703. "PhysisallElectrtcal Ctrasterit of
the 'Golden Rule is about 1 61.Although M crteated toan iterval Hlierarchical Digital Interfaces". CCIIT Blue Book Voolume Ill.
reduction approach, this algorthmi perforns a reduction between 15 F ascicle 111L4.
and 2 in each iratior, with appropriated chosen starting step, 151 'Optimization Mlethods * KV. Mil, Wiley. 1976.
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77best Te prohiles of moparase-ric es- em the set of all funcions satisfying to
of ~ ~ ~ ~ ~ ~ ~ .. dicnis4sfntin o- cnitions1

. It can be proved that under sone
sidered. In this case covntoa Zetcosst f ao hn n ee
are Inefficient because they lead to the =n.Dmt
excessive smtin ear points of discon-ti-1
nuity. To solve the problem we s=uggest, a spe- (2() E(b 1-b1 .,)Z
cial smoot-hing method based onk L-s=iniia -

tom with following l ZXinizat=-n Thbe me- Suppoe~ the function f(x) is estinated by
thod can have sany applications in signal F(x,e) for which the next two conditions are
and inage Processing. satisfied: 2) Fix,c) belongs to 0,

2- INMOUCTICS2) D'(F) -= ax 1(g), where max is taken by
1. IWR~onT~oXall 91-4.

nois =othin isa wielyusedopeatio -Ae estinator F Is very convenient for the
Nois smothin as widly ued oera 4n etisation of discontinues functions. The

in signal and inage processing. The choice of frtse (iniaio ofQ) provides the
the appropriate algorithm is determined by fisstp(nmzaonf 1
the kind of n~oise, by the class of processed smoothness (or =ore exactly nonroug4hness) of
signals and by the statement of the problez. the estimate. The second step (Saximization
In this paper the nonparazetric estimation of of fl2) prevents fro-- the excessive smoothing
discontinuous functions will be considered.
uhen the signal or image is described by a near points of discontinuity. note that the

discontinuous function one often n~eeds to re- num=ber a plays a role of smoothing parameter
cognize points (curves in two dimensional (see, for example, [11).-
case) of discontinuity and to determine their The cube [y 1 ,ya+, i"l, 2,..., n, can
positions and values of jumps as accurate as be changed into the ball with the center
possible. In this case conventional methods (Y ,., Y.) and acn radius R (smoothing
are irefficient. We suggest a special smooc
thing method based on the using of L1-inin-i- paranster).

Now let us assume that there is a sequence
ration. of ficite sets:

2. THE BASIC IDEA

The underlying idea of the method Is h 1  2 1 . f .
as follow.s. Consider the regression problem such that
where we have observations Yat points x,
1-1,2,.n, 5 X1 i..l', 2 and their limit

1_f(x1 ) + 91 W

where f is the unknown function to be estima- yX

tedg- gl, 2, - , 1 ) I a vcto ofis dense on the function f domain of defini-
errors (for simplicity, we will assume that tion which assuzed to be closed and without
gare independent and identically distribu- isolated points. Suppose that

ted random variables with zero mean). If the
distribution of gis known one can show P(I 1 I>t-O(e -), t .
positive a and P3 such that

P(a I<)> 1-C it Is proved that under these conditions
there exists a sequence ai, U2 , . such

for any c>o, or In other words, that the sequence of estimators
P~y-.Af~xI )Yj~)>lC.F(x,al), ... ,e2) is consistent for any

Assume, for simplicity, that ghas a sysmet- point of continuity. If gare bounded then
the sequence of estimators is strongly con-nic distribution. Then a-g3. Let us introduce sistent (with probability 1).

a measure of roughness of any n-dimensional
vector b-(b 1 , b 2 ,. b n) as 3. CONCLUDING REHARKS AND SOME

n-1 
APPLICATIONS

01 (b) b b1-b f+11 In the previous section we only considered
11 the simplest case. The method permits some

Consdertheclas ~ of ll unuion g uch extensions. First of all it can be used in
Cohate th1) ss0o and 2)ctn g minii ce the multidimensional came as well. Then the

ta1)Y I-a<g(x I)<ya n ) iiizs1 conditions for g (independence of g,, their
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identical distribution) can be easentialy cretoscillations). In two disezzional
softened. case (surface in-vestigation) a typ7ical Image

An adrantage of the method is-that it can be usually consists of a n=%er- of-simple fig-
also used in the situation whea the observed res like stripes, rectangles etc.,* which re-
signal cont-ains both tbi additive and multi- present, different values of aome pbysical
plicative moise- property (atomic numer of the material, sur-

face flatness etc.). the problez is to find
Y' (l+7j)f(C 1 ) + F boundaries of those figures. In three-dizen-

and besides the result is usually as good as sional case images usually bave zore comp21-
in te cse h= tereis nly ddiivec=- cated nature bat' they are still described by
in te cse henthee i ony aditve on- discon-inuou functions.

ponent. Another class-of applications arises in
sote that'.the suggested method can be used set~poesn.Freape h pc

together with some other cue by the follow trun- ofelcronsses isr dicotn, the c
scheme: on the first stage all points of d pont- of ee~rnl"i discontinuity isr(te ih the
continuity are searched by ,1-zetbod, -n the eongtrur of elecntnutrs shlaells wit Suh

second stage the signal is filtrated by spectrunms are usually observed with a bigh
another method separately on eac1% interval of noise so the point of discontinuity cannot be
Continuity, found direc-tly.

!be method can have san- applications in Note also that the suggested method can be
signal and image processIl-g. in this section used for solving of so called change point
we consider in brief some of them. problems.

A number of applications cone from scanning
eleSctron =icroscopy. In sLicroelectronics, for REZREUNCES
example, investigated objects often have
structure which can be described by a piece- (13 D.M.Titterington, Connn structure of
wise constant functions of two or three vari- smoothing techniques in statistics.
ables. Besides, there are both of noise co-- International statistical review, 53
ponents: additive and multiplicative (nltip- (1985), 2, pp. 141-170.
licative noise occurs as a reutof beam
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Abstract -. athezatical-aspects of signal theorem shows that the solution of equation
processing of scanning electron microscopy (1) is unique up to the addition of an ar-
(SEM are considered. In particular it is bitrary constant.
Investigated a class of integral equations Theorem 1. Suppose that f 1(x,y) and
describing the-signal formation-iD SEX profi- f,(xy) are two solutions of equation (1).
losetry. Cxmputaticoal probles, relating
with S=1 study of zaltilayer structures, are Then
also investigated. Yodels and algorithas of fl(x,y) - f2 (X,y) + constant.
signal processing are presented for these Now consider the problem of the nrmerical
cases. solution of equation (1). It can be solved

. by the next iterative procedure:

Scanning- electron microscopy-is one of the fJ'(xx 0,YYo)F(f -(xY)-f (x0 Y0 ))dxdy -
main diagnostic tools of semiconuctor struc-- (2)
tures investigaticn. However there are sone - (x0 ,y0 )
difficulties in its using;for-studying of
submicrcn structures. Although the present It takes place the next statement.
day microscopes can -provide a few nanoeter Theore= 2. let fo(X,y) be an arbitrary
resolution it is only possible for specially
prepared-thin sanples with contrast- inclu- initial estimate (any continuous function).
sions. Examining the mass sasples inherent in Then the sequence fI, f2 , .... where f is
microelectronics a locality ii determined by determined fra- equation (2), converges in
the dispersion zone size of r-riary electrons the uniform norm to the solution of equation
in a sample, and makes from fractions of (1).
nicron to a few microns under different expe-
ri-ental conditions. Thus the signal has a 3. SIGNAL PROCESSING OF SEX DIAGNOSTICS
complex integral nature and the validity of OF VMTILAYER STRUCTURES
its interpretation requires use of special
methods of signal treatment. The investigation of =ultilayer structures
In this paper some problems of signal pro- is a very important problem of SEM diagnos-

cessing of scanning electron microscopy are tics, especially in microelectronics. How-
considered, ever, until recently the most important types

of signal (secondary and backscattered elect-
2. SE- PROFIOMETRY SIGNAL PROCESSING rons, electron bean induced current etc.)

have been used only for surface analysis. TheA |uber of SEN diagnostics problems leads main reason of this is the intricate depen-
to nonlinear integral equations. The first dence of the generated signal on the object
class of Integral equations, we consider, structure in the case of ultilayer specimens
cones from the problem of surface relief re- investigation. in this section of the paper
construction (SEM profilometry). As it was we discuss matters connected with models and
shown in (1) the surface relief reconstruc- algorithms of signal processing arising in
tion is equivalent to the solving of an in- multilayer structure diagnostics.
tegral equation of the form Assume that the abject in question has an

W ideally smooth surface and inhomogeneous dis-
-Je(X' 0'Y'Yo)F(f(x'Y)-f(x0,y0})dxdy tribution of the atomic number f-f(x,y,z)

within itself. f is an unknown function which
(1) should be reconstructed. Let the electron

- S(x 0 ,y0 ) "-<x0,Y0<e " bean be incident to a point (x0,y0). Denote
where f(x,y) is the unknown function to be by E the electron beam energy and by
found (f describes the shape of the relief), P(x0,y0,E) the secondary electron emission
K and F are two known functions siatisfy.ng coefficient. Then the sIgnal formation can be
to the following conditions: F is a continu- described by the following equation
ous monotonic function, K is a positive
continuous furction such that rfjK(X.Xo,y.y,z,E)R(z/E

7
)f(x,y,z)dxdydz -

fJK(x,x0 ,y,y0 )dxdy < c< (3)
-s - P(xo,y0,E) , - < xo,yo < a, >0,

fox! any x0 and yO, and
0 a 0  where K and R are known functions. If the

W electron beam energy E is fixed, then equa-
SIK(x.0YY0)-K(x'x0y'y0) dxdy -0 tion (3) is urderdefined: the unknown func-at xtion depends on three variables whereas the

x n y."y rihgt-hand side only on two. Hence, f cannot0n be unambiguosly reconstructed by P. To makeS(x 0 ,Y0 ) is the observed signal. One of the equation (3) unambiguosly solvable for f, the
energy E should be made variable. Equationmain questions, related with the equation, (3) is a special case of the Fredholm equa-

ls the uniquty of its solution. The follow
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tionof he irs kidas re rent an inl- near. Ice proved te enonlinear problem (4) is
posd robem Ifth enrg ineralis.wide equivalent to lineare~ation for renorsali-

es =g t 1ni cantbe so numzoerically by zed function !*eff- -n~iperlto ewe
a special regglarization method based on u r-e
of the Yourier or Hellin tra nsforn. r endrff
Ante cls fnmrcl rbesait (r0 ,1) -1; f.O. Q~) r~)P~~oE)

methods (2). rr-~~~)[w
'The meth1ods 6f induced concentration (MIC) rr-~~~)(~)

include the following methods: EBIC, M2.EIC id r-Qcr)r(r.)G(iI,r)3
nIEBIV, SEF-absor-ption, cathodoluzinis-
cectherzoacaustics, SDLIS. 7he measured Here P. and G are solution; indrzeen-fuuotion

contrast c in air these methods- is spatial ofifsonqaio for uniform case. Now
dependent if tiaelifi T of induced carriers ye can say that well krnown ouolatc-approxci-
is not uniform. r(z,y,z) - mation gives namely r effbut not the real
ofcurse-j the-information (tw-dimensiona time-life. of course, if non-uniformity of

Of couse the inform t sufo-dies a *rT (the value of contrast), is small -the func-
functjcn-c(r 0 ,Z 0))-i ntsfient for re- tions r and ref f are very close. The computer
construction. three-dimensional function T simulation has shown that it isjrjecessaxy to
(solving the inverse problem). We suggest to measure contrast with high accuracy -(relative
use as a third coordinate energy of Incident
beam E.. The equation'of-signal Is error 1630-4).

In a number of situations an analytical so-
Id~ Qr) ,r (4), del of the signal generation is not availab-, 1(? Q~r r~r)P~rr., ile. For such cases we suggest the use of-Kot-

where concentration of rinority charge 9iaCarlo simulation as a tool to solve- the'
carriers, P(r), is a solution of the diffu- inverse probles.
sion equation EIME

(- D(V+(Vo))+/T 0 4r)p-g, RFRNE
rm-i r)-/To(1] ,V.V.Aristov, V.V.Nazuiruk, kl.G.Ushakov

r~r)-tr~r)ltr0 and Firsova, Poverkhnost 4(1989), 120
The signal equation is valid for any method (in russian).
=entioned abovebecause of the factor Q is (2] S.I.Zaitsev, A.B.Saosonovich, Izvestija
known function for each case. The dependence AN SSSR, 54(1990), 2. 247 (in russian).
of P on life tire r make3 equation (4) ronli-
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69288 Lyon cedex 02. Franco. Newcastle upon Tvnre NEI 7RU. UIL.

A Unlike the xocal loop control strategies developers have attempted to mimic physicists"
which- are now usually performed by numerical reasning and mathematics - creating so called deep
algorithms on many p plants. the supervisory knowledge. C6ntrol engineering philosophes seem
level may~stin be devolved tohuman operators. to be a-more appropriate basis upon which to build
Recently- developed t-_hnIqnes.'1n Qualitative process plant supervision strategies.
Reasoningmay beuseful tdaidoperaors wiin some Some Initial steps have already been made.
o'their tasks. Initial, results in Quaitative Physics Qualitative techniques have been used to reveal some
showed encouraging potential. However. such an structural properties of physical systems -
approach may not be the most-appropriate basis from controllability, stability. etc. ITfa86l. Work is still
which to start-in addressing protes supervision being carried out. however, cn qualitatii algebras
problems. Control engineering prificiplei. encoded [M&Usler89] In order to provide QualitatvecReasonlng
n Qualitative' Transfer Function form. seem to with a systems related formalism. Concepts such as

provide a more widely applicable tcluque qualitatlve- matrix, qualitative rank of a matrix.
qualitative eigenvalues. etc.. have beern deflntid with a

i troduction view to transposing the results of 'classical' c&fitrol
One major Irony of increaSing process plant engineering into their qualitative counterparts (e.g.
automation -is -the demand fori improvements in pole assignment).
operators skills and the need for mori effective Another approach consists of providing a view of the
training in order to enable them to better carry out relationship between two variables, in terms of Input
their supervisory tasks [BanbridgeS3. Supervisory and output. without knowing exactly the physical
control implies a global understanding of the process relationship between the two variables. This
evolution which is be difficult to capture In corresponds to the methods adopted In Transfer
mechanistic model, especially in complex plants. Function theory. Thus. a qualitative counterpart
Moreover the results provided by numerical would be to describe the evolution of related
simulations may not- be at the desired -level of variables through behaviour constraints qualitatively
abstraction for supervisory tasks, described.
There are therefore motivations to develop a
qualitative model-based reasoning technique and 3 Cualitative Transfer F-unction-based modetin,
recent work on qualitative modelling and simulation
have shown the validity and the relevancy of such 3.1 Causal Graph and Ouslitatve1Transfer Puinctions.
approaches. Initial results have been encouraging and A major advantage of Transfer Function
steps ;are now being taken to apply Qualitative methodologies is the simplicity of representation A
Reasoning methods to real world problems. Whist a similar expressive form is achieved by using a causal
deep knowledge of the physical characteristics of a graph model of the process [Feray89]. Instead of a set
process, providing they can be expressed, might be of differential equations (numerical or qualitative
useful for control purposes. Qualitative Physics [deYleer841} to describe physical phenomena Each
[deKleerf841 Kuipers891 may not provide the most node of the graph represents a variable relevant to
useful level of abstraction to deal with process that required for process supervision purposes. The
supervisory issues. Mapping the problem into control arcs are described as the behaviour constraints
engineering transfer function form and adopting (called Qualitative Transfer Functions- QI) between
qualitative modelling concepts could lead to a the variables. The QTF-based model encodes the
"qualihative control engineering' approach obviating concepts used within the Transfer Function (TM
the well known ambiguity problems in Qualitative framework. The resulting qualitative model Is then to
Physics modelling. be used to simulate process behaviour in order to

provide a means of early detection of process
2 C ftatiwe Control Enneering maloperation, with subsequent fault diagnosis.
It is now broadly agreed that Qualitative Reasoning The evolution of a variable (called history) Is a piece-
has a major role to play in high level supcrvisory wise linear function linking the important steps in
control on process plant IKulpers89l iFray9ll the variable behaviour. These "steps" consist of
[Leitch89]. However, the requirements for remarkable points on the evolution of the process
supervisory control are different from those for variables (e.g. alarm threshold overshoot) Between
closed loop automatic control. Loop control, any two points (called events), the approximation is
optimisation, etc.. is based around numerical models linear for the purposes of simplicity. QTFs are
of appropriate structure and detail. In many defined as the way of relating two piece-wise linear
situations overall process supervisory "onfrol tends evolutions. They are ap roximations of the a-priori
to be based around human operators who make use of well-known responses ofnumerical TFs to standard
both qualitative descriptions of approximate relations Inputs (steps and ramps) For consistency, these
between variables and direct quantitative responses are transformed into piece-wise linear
measurements. Different goals, different techniques, functions which can be seen as iets of intervals
different conditions of application demand different parameterised by the values of the temporal variables
tools. In order to drive supervisory control closer to describing the QTF (time-delay, settling time or
automatic control philosophies. Qualitative Reasoning period of oscillation).

in order to describe the different forms of behaviour
To whom all correspondence should be sent. constraints between continuous variables, a QTF
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librry I prpose l~eaySl. Te QWlibary as a rwih hgh level decisiont mat-Ing loop providing
openended structure B Ga=ou constraints can ifrjaonthat Is closer to the human operators!

a~ssbe added if needed (eg. Integratng and non- way of reasoning.
minimu phase characteristics. etc.). Some other -Qualitative Control Engineering provides a set of
kinds Of propagation constraints including fuzzy tools for process supervision built on the well known

am InIves1%).classical and modern theories fojf process control.
funtios ae pop~ed n ~Such an approach. appears to provide the prospects;

SimultlemAteorthm.for a major step'forad in Qualitative Peasoning.-If
he qualitative simulation is based on an event-based somei of the'statements made by MacDermott in his

propagation algorithm ILeyvaI9OJ. This algorithm is article 'Artificisl Intelligence meets Natural
asynchronous anid fe by data mcasuredl from the Stupidity' -bear fruit. thenv(QualtaUtie Control

prcss (or from any other source). I The propaaton Engineering could. In the short term, aid operators,
toug the graph is achieved by transforming all in their supervision, task 'whilst ultimately

events, sorted according to the' tlme. into a set of contributing to the goal of, a totally computer based
events using the QTFs and merging these newly control strategy.
created events into the existing histories of the
varables.- The number of new events, in a set. their Refker41.
'vaue and -time:, depend on the input event and
on the information contained In the arc (Le the kind lBalnbridge83J L Bainbridge. Ironies of automation.
of 'behaviour constraint, and the different Automatica vol.- 19. n 3. 1983.

-parameters). it is terminated when there is no event [de~leer841 4. de Mecr. J.S. Brown. A..Qualitative
left to be propagated or -when the propagation has Physics -based on confluences. Artificil
been completed within a pre-determine d time Intelligence vol. 24.1984.
interval (in case of loops in the graph). lFeray891 S-Fray Beaumont. L ILeyval. S. Gentil.
The relevant Information produced by a'QTF-based Deeclative madllrforgprocss supevision
model, is the shape of the behaviours, the orders of IFAC/AIPAC Nancy (France). 1989.
magnitude. etc. Such information is somdetimes more lWcrY911 S. FerayBeuotM..Ta .JMris
useful for process supervision, fault diagnosis. etc. Towards dsilto roess supervision usIng
than precise numerical values [LeItchB9l. Qualitafive Model-Based Rteasoning. JACC '91.

Boston. 1991.
4.~ppl~ctio~a~ KulpersB9) B. Kulpera. Qualitative Reason=n~

The first application of the QTF approach was for the Modeline and Simulation with Incoimplete
modelling of a steam generator of a nuclear power ltnp~wkllg. Automatica. Vol. 25. n 4. 1989.
plant ILIO&D911. The aim of the- system was to lLcltch891 R.R. Leitch. M.E. Wiegand, C. Quek. Co)lli
provide the-pro~ess operators with some useful with comVle!ity in nhvscal systemn modelling.
information to help them prevent unwanted and Third in~ternationa Qualitative Physics Workshop.
costly shut-downs of the stiam generator. California. August 1989.
Another application- of the QTF approach to a ILceyval90l L Leyval. S. F~ray Beaumont, S. Genii]
different kind of plants, pulsed columns, is described Event oriented versus rinterval oriented qualitative
In I176ray89l. Work Is now being carried out to simlmzatign. Mathematical and Intelligent Models
provide an analysis of both qualitative simulation and in System Simulation. IMACS-IFAC. Brussels
the measurements on the process in order to achieve (Belgium). 1990.
a better understanding of -the process evolution- [MacDermott77l D. MacDermott. Artificial
lMontmain9O). It Is reported that another application Inteillfoence meets Natural Stupidity In Mind
Involving the ame system wil! start In 1991 on a Design. J. Haugeland ed.-Bradford Book. 1977.
nuclear fuel treatment plant [MQ&D911. lMlssler89J A. Missler. -N. Piers. L Travt.Massuyts.
The general modelling tools and the simulation Order Qf m gnitude inualitative alebras: a survey
algorithm have also been used to build a qualitative Revue O'ntelligence Artlflclelle. Vol. 3. No 4.
model of a distillation process [Feray911., Using a 1989.
complex numerical physical-chemical model as a [Montmain9Ol J. Montmaln. L. -OlnSGetl f
reference, the results produced by the QTF-based line Iultti Sneorto of GdnamnI c
model are compared with those from'the detailed ginll LQ__r dagnost-a Mathematical and
numerical -model. -The relevancy of the Information Intelligent Models in System Simulation IMACS-
piovided is then able to be assessed. Comparisons IFAC. Brussels (Belgium). 1990.
have been made on both the top and bottgm product IMQ&D911 MQ&D Project Oxualitati e Reasoning:
flows and both the top product and product M~ethods Tols and Apilicalions. Editing
compositions, and demonstrates the validity of the coordinntor, TL_ Trav&-Massuyt5. LAAS Toulouse
approach [Feray9ll. (France). 1990.

ITrav6861 L. Trayd, E. lKaszkurewler. Oulitative
5 Diuglfi:Controlabilbtyand ObservahilitY of linear dynamic

The motivation for our work Is to build simple sylsills. IFAC/IFORtS symposium in Large Scale
models encoding both approximate "behavioural' Systems. Zurich. Switzerland. 1986.
knowledge and more numerically accurate data. [vescovi9ol M. Vescovi A new model for qualitative
when available, within the structured framework of a esolr rentin~ time explicitly
Q'IF-based model. The qualitative simulation results Matec tiel ad'Intelligent Models in System
are mainly composed of evolution tendencies of the Simulation. IMACS-IFAC. Brussels (Belgium) 1990
process variables and thc

4
. orders of magnitude.

IIs stressed thaqt qualitative modelling does not aim
areplacing or nerical modelling in control ioops.

but at comple7 ienting the existing loop control level

1735



-RNM~ GUERRIN

B.P.27-31326 CasumcVtTblo=Tan=rc)

Abtat- This paper dealaswith Qmiklzalive R aoning concepts for LA THEORY OfIE RPRE FATION
sinulatting t interpretation of measurements and otisecaoos
formed on compl systems for M-V PesUpIaPOne Statn 'But wh is interpretation ? Accrding to Fetda (198M), the -art of
rhedehi soine eain,cxp Ire oared aliy, te confin- ineeiia" is lised on the recogntione~ of a knse, hidde under the

illy nnleethree basic no is s hown. and a (pwelivo a ninewmaning taken by gods word, the mamifesatonof a Sign,

msd fordeignnga molofmterpeeetiolapplid sothe field of bio- tion. giving an interpretation is an action of sense production by.
logical roesses idescribed. mersoadsoreapidt imTi mWcme~i

LIIODUCION himian qceflcefs mdae.
How-abot exlaaon ? According to Varea (1989), explaining is

in the domain of system supervision (Caloud. 1988; Feray reformulating phneeai uia way thaithr compo ins b
-Beaum t sAt, 1989), the concept of interpeeiation seems ino be par- iaslyrte to each other Ms., if inispestin is seen as a dis-
ticularly inspotnt'as c onmam I " ' ' intasi 10one sys- corse aotthiogsexplaain can be seen also as a part of interpre-
terns are not directly observable, They ca~n Only be =by tration.
use of serisoms analyses or observations, ie. in a discrete and exenl How caulit takes place within thewe concepts ?In agreciru~t with
way. Data that are collected oc them ccostimie the set of signs dis- Saim-Sernin (198), we willstt from the 'dea that the teti causality

rd by the observer. If ±-ventually they can have a direct'rmssig does not mean directly a ptoperty of the relationships between objects
(=r not they themselves an ioteritetin of rea phenimea 1); they (onrological nseasing), but a charcteristic of the staternemss comosttut-
get Only their full signifcation through interpretation, itself related to ing an explicative theory of observed facts. Therefore if explanation

the ain oal o bereaced.is Considered Like the way eo establish causality, aed causality like the
- way to explain facts, there is a clear equivalence between these two

AiAtneT 0NJ.SO O1;OJxnCAV*IXULU

Figur 2 -A ,y of in ato'tmsausMam & esplasateoa.

Finally. our "hery of interpretation. considered as meaning as-
signmetnt to observed signs includes three basic levels necessary for

s..a..the omiprehiension of the system ueder observation (Fig. 2):
liTr4 atoio: assigrnent of individual messing to the medel inpot-

values (eg.. the measured values x, y, 7... of variables A. B. C
%ill be qualified as low, bad, slow., according to their nature); -

----- L SY-M-N 2 1M- Cdecut: assignment of individual messing to all the model inter-
___________________nal variables (e., combining several qusalitative values A - low, B -

---------_^-----bad, C - low~. will allow one to deduce tho qsalitattve values K -
I45iCI OOt~tha fe YSMei =lM49i=ot good, L - high., of immeasurable variables K, L..);

Intrpretation is obviously based on mubjective estimations, because .Eipb oazon : assignment oftnestsing to the system, by enunciating
extenalworl sinal, reeivd b oursenes, re ntepretd tasa all the causal relationshipts between variables accounted for translation

outrna perceptive aols, led by rsse$ a rincern d calculIus (e.A - tow and B -bad imply K -good.). -
Interpretation is essential, bath in the constitution of operator's know- Tuas, ivnganitterprleas a deuimmany uko, p lsubse pof-
ledge and in its ability to operate. interpretation prepares decision- inptles, qusivSte vasesof as manydet u ser,~ vwithe as overn
making, and thus eIppears to be the first step of Cogniin, ceta spr ,ndo.iana h eaoogt roieteue wt noe

cots in the control loop, just between Peception (ioc., data collction) comprehenston of the phenomena.
and Action (Fig. 1). I M DUG FDTRRTTO

In fact, a human opeiator behaves as an Expert (Vogel.1988). ILEIDLGOI'~R
Judgment and action roles, progressively constructed, are applied to This approsch was applied to data interpretations in hydro-ecology.
data (eventually preliminary processed), usually trantslated into quali- t. iterpretation of measurements, analyses and observations per-
tative terms to become the basis of reasoning PDe Kleer and Brown. formed on an aquac ecosystem for management purposes (Gueri,
1983). This high level aprahin by nature action-oriented, as it iste- 199, Guerti, 1991) It snycivos four methodological steps for do

grates~ ~ ~ ~ ~ ~ ~ ~~~1 a lblkoldeimlfigtera ol oaleity to signing an interpretation model based on expert knowledge (skillal
make it understandable and controllale (Rasmussen. l~s. Hence. process enginceer's):
its represenitation can to some extent fill the gaps in mathmatical mod I -Idetfiation of relevant varibles for system supervision pur
elin. when no acceptable model is available or when solutions ~lter pss especilly unmeasurable or unobservable ones;
atotmust themselves be interpreted before being used in dcton 2 - Reepresentation of influences between the variables as a cause-ef
wnaking (Caloud, 1988). We believe therefore that it does onistsa space fern gaph, by stting from the identification Of elementary causal
for a complementary appeoach, aimed at computing all available infor- ChaiII5
mation on the aystems, tncludling the pieces which would be too diffi-
cuilt to formaze in torms of classical mathematical equations.
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-~I -. DISCUSSION__

_xWe must sro hiorsse efrsanscesmg si

vasn aes ~atclrisan L As iwrks in a deductive sense.
it is Ixedictoooere gvnlr causes deacrisin the effect). Bist

C~h w X ~~ az u4.these pn---scilof'ns ls 'on cold also be applied to the diagnostic
sense (given tho effect determine the causes). Beyond this apc.w

r~~uer~Vx.O~~lq~ believe that taking intoamcount the pigtevolution of vtsls(~. n
0 TR-( uY -o4Wkvoi'l all.D terpiecatian of the sicetssion of moroizsed states) would be of major

o(-t-Dci _1 var 1 interest. *ner~o in qualitative reasoning of infoasnation extracted
q~,unr~:from time evoution curves, 'seemst therefore fundamental

(Wiloughy, 989) We re eginingto address this topic %hich
O'var - tov~p) q,*ej.. gent smooathing, kinetic comparison..

(4) AROur formal calculus system has a certain lack of gene..riy. for ex-
mmXT .,~ Mample:m +1[+]p p+] p.. will always result in (ml). Calculus are
.ebuY~l~n~hs-~-vOVartherefore restricted to relatively shallow reasoning. On the other hand,

q . -T-. var _ ) #V Quantity Space symnbols represent actually adjacent intervals. Fuzzy
.Nk q-,-- e TRAN-k - O-Var intervals would bejierhaps, conceptually hester. Tbis was thought on-

Fgr -s~- S~cao ftarwo& necessasyade rks(1 becaus or ppiation, adjacent intervals fit the expert's
Of-1RUCIOCnstti 71-o mrin of oaunn. Ttt-q ijrAS.ate a ofol ting. without generating spurious results. Two other prob-

roks)lems must be emphasized, although they appear more specific to liv-

3 - Kinowledge specification, accorineg to a standlardised friame- - (Vaisth roem o "irulr a9):V when an effect and its
work Ahrdchdistinguishes (Fig. 3) -- caus ane confounided; we dealt with it by choosing an unidirectional

.*TrAnsliation Rules (FR-rn and TR-o) of mimesical ata (maue sense of causality according to our Purposes (Le. by breaking the
inents, analyses) areA linguistic team (observations) 'vuly into loop): we hope that better solutions can be found,
a relevant %ecabulary for the application" e.g., symabols like (pp, - then is the problemof desigiig a real dynamic model because ,f
m,. f, ffJ whose semeantics crspnds to oresof magnitude (eg, a lack of knowledge about temporal relationships between variable
very low, low; mediumn, high, very high, re~cely); such as delay orsettlig tree.

*Calculus Rules (TR-q) peaag on is set of symbols (called Our actual perspective (outside the scope of time evolution erse
Quantity Space) to deduce tequalitative value of a variable freer analysis) is mainly to apply these concepts to other biological systems
quahantve values of its cuses by using 6 formal calctilus operators We are beginning a work on fermentation reactors Oar prelimnary
(definitions given Fig. 4 below); - experience in that field is encouraging. Beyond this, a longer-tertn per-

*Action Rules (AR) forcontrollrag the use of above-cited rules. spective would be trying to build soinelung like a ' General Theory of
Interpretation", valid at least in the field of biological processes..

4 - Software programming (that was made with t'ROLOG); at this
level, giving an interprtation consists essentially in producing, from
input-values (measurements, observations, given by the user or dliv- REFERENCES
eredby sensors) :
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ABSTRACr The simulation results correspond to a synthetic repesentation ofthe
process and to the level of abstraction relevant to supervision. From

This paper deals with a qualitative interpretation'of an on line this point of view, the shape of an evolution is as important as the
simulation for sapervision:The simulation algorithm relies on the prectae values of its points. So it is necessary to use integral eriteria
propagation of events through a causal graph: each signal is windows rather than instantaneous criteria in order to
decomposed as a series of significant variations. The fault detection - pr wth o s rmulated sigtal s tantanesc
rests on a qualitative interpretation of the difference beween the The causal model also nsed for diagnosis has a numencal

process and the simulation. This comparison has to be robust parameterization : gains, delays, settling times ... But the nature of
enough to avoid the classical drawbacks of the threshold methods the simulated signals is rather quahtauve, approximatoo ofintegral
andl to take into account the disturbances inhe to the ~modelling or signals by piecewise linear functions.
to the measurementeyhnsa The model-process comparison is the basis of the decision unit
Firstly modelling techniques are briefly repoitd and the notion of itsos; winch has to start a finer diagnosis when necessary. Starting
significant event in a process is presented 

n
ext, several specific i dagnosis on a simple comparison of the simulation error with a

teems are introduced to provide a definition of qualitatively similar threshold makes a system generally efficient in the detection of
behaviour Finally, the algorithm deseribing the qualitative defecs but too sensitive to the variousdisturbances and imprecistons
interpretation of te eror is presented. it is based on fuzzy analysis. (it leads to bad detections). To avoid this problem, qualitative

notions which are more consistent with the modelling principlos are
introduced in MINOS ; the algorithm rests on a local treatment on

KEY WORDS each simulated vaiiable and takes into accout the various sources of
disturbances; this provides therefore an algorithm robust in

Qualitative intepretatios* Supervision. Fault detction- Diagnosis dynamic phases.

1. INTRODUCTION 2, DEFINITIONS AND TERMINOLOGY

DIAPASON is a system which aims to assist operator, in supervising An event e, is a significant change in the behaviour of a variable, it
industrial ontinuous processes. It provides operators with the means a variation able to modify soundly the global behaviour of the
simuiation of the normal behaviour of the process and with a help process, it is parameterized by its initial aime, its amplitude variation
for high level diagnosis [I]. It is a modular system. PROTEE is the and its slope variation. It is noted . (t,. Ap. Aa) When the next event
qualitative simulator whose model isa causal graph [2], MINOS (i + I) occurs, the duration of event i can be calculated. ltI -t,
analyses the simulation results by comparing them on line with the An evolution is a sequence of events whose durations are not
process measurements, and starts a fault diagnosis when necessary eqsal The response to an evolution through an arc of the causal
[31, SPHYNX diagnoses by providing the causes of the detected graph is still an evolution (stability of the representation for the
defect thanks to expert rules that use a structural knowledge of the simulation algorithm). An evolution is represented by a piecewise
process [4]. lintar discontinuous time function which is deduced by an
This paper deals with the control and decision unit, MINOS, and elementary bijection. From evolution [ (0 0, 1 0, 0 0), (1.0, -1 0,
describes more especially the comparison algorithm. The aim is to 0 0), (3.0, 0 5, 0.5) ]. the piecewise linear time function can be
detect complete and drift failures of the process as soon as possible easily deduced in figure I:
thanks to model.process comparison.
An image of the normal behaviour of the process is obtained owing
to the simulator PROTEE. The model of the process is expressed as a value (4:2)
graph whose nodes are the variables relevant to the operator and
.hose ais represent the causal relations between the variables. This - x
model is not based on a sound physical analysis of the various
phenomena occuning in the process. The evolution of a variable is (I; I) y =
represented by a piecowise linear function. The simulation algorithm ( 1
takes into account step or ramp evolutions according to dynamics of (
signals. An evolution is propagated through an are piece after piece;
the response is still a piecewise linear time function with
discontinuities, named Qualitative Response L atime
The signals to be compared are the measured signal which is (0; 0)
sampled and the simulated one., a Qualitative Response. In order to
have regard to homogeneity, the sampled measured signal has to be
replaced by a segmented representation, it means by a piecewise Figure I An evolution
linear time function. This approximation is not very restrictive

c ucc.iing the cal.ulated error, the use of the sampled signal of the Th alsimulaiuon is sated by significant events deteted on the u.ntir
process would have provided an illusury prlcision with regand to the variables or on measurable disturbances of the process. An event
point of view of the modelling and the quality of industmal detecia algorithm is needed. After filtering noise, the detection
iteasurements. Moreover, this substitution is beneficlAI to the must filter measured evolutions so ds to exclude too small iplitude
storage of the histories of variables. it is far less costly to store or too short duration events. This algorithm which runs on line is
series of significant events than penodicaily sampled valucs. called segmentation . it enables to transform penodally sampled
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signals into evolutions. Two main parateters are ne essry for ror the formal ccuhl is devoped as far as ossible thanks to the
adjusting the mgenation according todsymicsoftheevoltions: pie ewise linear functions. Otherwise the SCHWARTZ inequality
art apitde thrcstiold and a temporal window width. enbltlik thresholds of (t) and e(to, a):f we assume that
Atemporal windw TEMPO is definted for each viable so as to
salysethetlavoiatoasigifi.t ci 'o - IE(t)l< c, the threshold of e(to, a) will' be a percentage of

A b scirror cniteroi i(t) is defined for the cotpaison it is a TEMPO * 
2

-sgned intgraleorbetwee t e tdvolutioat x(t)ndithe We can still notice that this calculus can be used to study the
se:gnittttmeasured one x(tX. - paallelis.m of the signals: if the result of the optimal proximity is a

constant vector in time, it means that the evolutions arc locally
pIalel. Two tsolutions are said to have similar shapes if a-

(t) = -------. ~(x(t) - x!(t)) dt (I). translation (tO; a) for which the etiterioti (tO, a) ii reduced below

Thts allows fluctuations of the simulated evolution around the the given threshold can be found. It cotresponds to c (tO; a) -4 0
neasued evolution-on the window TtEP0O. Th cost of the calculus qnalitatively after minimization by OP.

- .. - Two evolutions are said to be qualitatively similar if at least one
E(t) is very Iow for it otasponds only to an imegration ofP'ecwss' ofthe next conditionsis verified:
lincar time function.
Describing qualitatively a behaviour has lead us to extend the notion - ther is no rror in the sense of (i),of smilr eoleons th us of moingtemora widow - the evolutions have similar shapes in the sense of (2),
of similar evolions : th use of a toving temporal window every combination of thee twoconditionsis interpreted.
enables to define a tar l av lga standay deviaion, and more The aim of the comparison algorithm is to detect as precociously as
geerally it gives access to a local analysis of the compared possible complete failures and drift failures. The first ones are
evolutions over the selected window (tenden ttes and shas . .)o generally characterized by ignificant drops in the evolution of the
A tendency is a symboli d scale relative to the derivative of a error functions and the second ones by smoothly increasing error
function; -three levels are distinguished: INCREASING, functions. Othercausesofivergencessuchasimprecison inherent
DECREASING and STEADY. A tendency is the result of the analysis to the modelling or disturbances of the measurement system must
on a temporal window.
The evolution of a variable is available on a temporal window not entail a defec desetin.
TEMO at every momet. Then it is possible to get the corresponding
simulated history of the variab'e on a second temporal window 3. INTRODUCION OF A FUZZY ANALYSIS
whose width would be: TEMPO + 2.0 * MARGIN. MARGIN iS
named the temporal margin and it enables to have the simulated 3.1. Vague facts and fuzzy set theory
evolution on a larger duration on both sides of the measured one at
ones disposal (figure 2); For our purpose, we use the numerical values computed by (1) and

(2) but they have to be interpreted symbolically to lead to a
decision:

PastPast Consider'ed time interval .Futur. - the simulation is identical with the process evolution, there is no
problem;

the simulation is very different from the process evoluuon, a
diagnosis has to be started;
- the simulation does not exactly correspond to the process
evolution, a more precise study has to be carried out before a
decision is taken.

For instance, the error e(t) could be 23% whereas the corresponding

I s MARG. decision rule could be: "if the error is high, a diagnosis is started'.
If the attribute "HlIGH" is based on a single threshold, the system
using this decision rule may react very differently if

t (t) - THRESIIOLD.VALUE + 8 or

E(t) = THRESHOLD.VALUE .8, regardless of the magnitude of 8.
The difficulty here does not come from the improper choice of the

Figure 2: Defiued temporal windows value of the threshold THRESIIOLD.VALUE but fret the lack of
existence of a well defined threshold that might separate error values

So translations in the plane (time, value) make it possible to search compatible with "HIGH" from values that are incompatible. "HIGI. is
for the part of the simulated evolution, on a duration TEMPO, a vague predicate, and should be modelled as such [6]
extracted from the complete simulated evolution, defined on ZADEIIs fuzzy set theory offers a very simple and elegant tool for
[Ii -MARGIN; ti + MARGIN + TEMPO], which approximates as dealing with vagueness of terms, espcially when they clearly refer
well as possible the corresponding measured evolution on to one or several numerical scales [71.
II , it + TEMPO], The translation in the plane that provides the Using this approach, a vague condition such as "error c (t) is high"
minimization of the quadratic deviation between the simulated is represented by means of fuzzy intervals as represented in
evolution and the measured one on [ti; ti + TEMPO] corresponds figure 3:
to the optimal proximity (OP) of the real behaviour [5]. If the
quadratic deviation betwen both evolutions provided by the optimal cIA(e)
proximity is below a given threshold, both evolutions have similar
shapes.
The associated criterion to be evaluated is the quadratic deviauon: F

high -\ zr hg
Oro, a)= (x(t) -x*(t - t0) - a) 2 dt (2) negative / i positive positive

Iierror error error etror error
The OP calculus cost is low, for x(t) snd x*(t) are picehise linear iAII I e
functions. I
The minimization of e (tOa) is simplified by writing (2) as; lJ \l[
a

2 . TEMPO -2. a . e(tG. 0) 1- e(tO. 0). where e(t(), z) is defined

by: (to, ) - I(x(t) -x*( - tO) - z) 0 S

It enables to se arate tO and a, and to get a quadratic equation for a Figure 3. Fuzzy intervalsparameterized My o. All the evaluations are processed at little owt
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The relevance of'theterms F.: HIGH NEGATIVE (tIN). 5. DISCUSSION
NEGATIV9 (N), ZERo (0). POSITIVk (f) arid HIGH POSITVE (HP),-
with regaid to the numerical val-IIue of cif). is eaqressed as a The comparisont or defect detection algorithm is a local treatment

It ean tht fr ay vlue~ - white cactivariable is individuallyssudi~d as in classical alarmcomptiblit fuctin. I mens hatforany alu C~) eS~a systemps. Wye are-inow working on an overrefinement of the previous
degree p1F(c) E 10, 11 can be obtained that evaluases the ieilevsnce step_ a pre-diagnosis. When each variable has been individally
of~the teenm F to thc,itttatiofl described by the value E-(or examnedby thenl5Rnstakheir agnsiis staved when

- simulated and real evolutions of at lease one variable nre ,consiidered
equmvalintlyithedigrefconpatibiiy of e with F). bloc tl~at Pp(e) so be sigrifimantly different by the defect detection The idea is
is not a degreoof uncertainty. Indeed the situation is completely originally that the defect proposed by the comparisont is not
,known ( i(t) - 23%) necessarily a pritity defect: it may not correspond to the genuine

oaeofthissslfunciori.The aim of the pre-diagnosis is to find the
3.2. Degrees of relevane root variable from the detection iariable.The analysis rests on the

causal gtiph supporting the simulation, It allows the focalization on
The various degrees of relevance or degrees of comipatibihity used in a subgraph which is suspected to be in fault This subgraph'is a

ourccpanor alorthmar no pO~id.Eac clcuatd o cnsstet atconsistentsa anddaepathhe rwhose-thoar~~~~~~~ ~ ~~~ coprsnagrtmaenwpeeId ahcluae malfuniction. ott addt frteoitf hromanced value 00t, or c(tO. a), -... in rhaructesiced by a degree 9f The aim of the modelling by Qualitattive Responses is to describe the
relevane . PoAW, or PIAW-).which associates it with its .global behaviour of a process. This model is not besed on a soun~d
compjatibility with the vague Inedit are A. physical analysis of the various phenoniena occurring in the
PiA(C) Is associated with the criterion (l).,whcre A may. be the process, it provides~an approximaition of the behaviour of each

syblcvalue HIGH POSITIVE (tHP);' POSITIVE (P). ZERO (0), variable in the causal graph, whose abstraction level in more adapted
symbolIcE(N or HIGH NEGAIV E (tEN. - ' to supervision tasku, A specific representation of signals has been

ETw VE ote(Nre) aeafce o h rtro created thanks to the notion of event, and the shape of a signal is as
Twoothr dgres ae afetedto he ritrio etO, a), (2). The important as its values, that is why a' specific. defect detection

optimal proximity algorithm provides not only the evaluation Of algorithm had to be developed to check consistency of the complete
eftO a~m, he iniml qadrticdevitio bewec the ormnte zntem. It is hosed on fuzzy calculus for vanious quanitities, such as

evolution and the simulated one, but also the translation vectothat iskfncu ritga ro
gives his miimum he mponof thesvwco motronsaton to be Furtheriire. the strength of the algorithm is due to its-weak

of the optimal proximiiy, thimprtace _ftetansatint_ b cosraii, s (qualitatively similar evolutions) that do not lead
earned ~ ~ ~ ~ ~ a ou-sgvnby() 3 nocessaril, to defect suspicion even when a classical simulation error

carred ot isgivn by(3) i. 3). is over a, liven threshold. The choice of thresholds is then less
4 max drastic : Isecy may be set without any accurate quantitative

where MARGIeand Sacorsndto tecomponents of the largest information:

allowed translition. Consequently the minimal 4oadratic deviation However it i. cems that the robustness of the algorithm is more
and the corresponding cost are associated with the interest of the important than-precociousness for it has to work on line by taking

pc)corresponds to the compatibilityof e(tO, a) with the symbolic modelling approximations.
value A, which may be HIGHI (H) or ZERO (0).
IIA(e) corresponds to the compatibility of the translation cost with BIBLIOGRAPHY
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QUALITATIVE OPERAroRs FOR ORDER OF MAGNITUDE

CALCULUS: ROBUSTNESS AND PRECISION

CQflA B-CS ICQ Dept, de Materoitic Apheadi 1t LA AS-C NRS
Ciarol de Santa Blahora s". Pacoltat d'Inforrotica 7, Ave"u do Colosl Roce
173N3.lsses, Spain. Pan Gargalli, 0, 08028&Bsreetona, Spoon. 3107 7-T-onse, Prance.

A~sen Oresof notine as Airts ri- e hofi owr- - p&Wsirto nOl, ,tae eeIt. TheZ Qoelitatie-sauto

ioaia t~nraweaann i.~.iosss~eeioedemd F'rns nse,focus ssputon the particular caseofthe Q-tarm$ ilowever it
nnsseporonfrtanndoennworsrsam~snnnsepornt~AaaI~penn,.y a important to onrtro that a similar study can ho dons for soy Qopesatoe
noonsheno re rmboo sstsicon~ ~(the q-peodadv for instance). Theli important concept of onistency of Q-

of Ali, m uswd ad-. ,st o k~h tblteb- operators does sot So wirthout problems. In particolar, the qualitative result
tsnr~rsa-p..1iotm -epn iri q-mm 0oit marnn 5 oy ddfr leeo the boundaries of the intereals are bhangtid For "amiple,

AM mchai~ps whch awdu Ismnyp-'AA141__ if 10 is the uppee bosodary of PS, then PSe PS = [PS. PM3j if the Lipper
so~ron.w~ren~reboundary of PM ra greater than or equal to 20,'Amd Afrt is les than 20 then

L. Introduction P PSP + Alog-he e some imariant results, like for exnmple
MNN ML , th Iyoooal for tho operateon e depends on the rest

Quslitatmnodetsre sharacterized by ,mddle poortion between heuro- numobers a,0,ecd defining the poetition S, All possible symictable5 foe
tic modes,.veqinngsolly symbolic mizrplatrma~ad pore numoerical mod. the Q-sum 49 are included in Table I (half of it only bas hero filled because
els, osing eadsloively ealculations. AnA long "n engineering problemrs ore n. AD it strictly rommoitative).
sidered, one deals writh physiest quantities. The qualitativesalgebraic strne- ~ -o
tore should thus rmins consistent with real numbers and operatios, The- -

spectfic don of Onle, of Msgoild,f Q.slitslre A11rtss, which one built ,z.... -Z IV,_ _____ __

clons ineludes the usual Signs Algebra hased en the roughest partition ofR0. no t cr rao norre esr

Hlowever, the tables of Q-eperstors are not independent of the specifit fnV'-.'M
partition of the rest line swe w rorkiog with. This means that if the position o+ro..1 I L
operator moighthbe different. In thin paper, n whole study is performed for the ___ __ ee.

* (-sa lloweoritis Import"%tto mention that the procedure remaionsvlid- - Jcue
for any other Q-eperntoc. the ([-prodoctt in patticalar. A study of mbtsirr Tal It All__ - h ...... table
tables is made, sod itlls shown that a radios arond the hoondare nombers sl nAlteQamtbe
aoo ho found so that the variations of the boundaries op ts thin radios still Ro thqulaivpinofiet sm lc sn absm adpreserve the same symbolic toble. t e qo alsitarys wpit of coiewptodn smuales arsom tables oreking

11. Pelimisarrien: Q-psies defined on the ires line into accont this definition, it is easy to se that any 0 table is q[equal at
least lo ose of the tews tables included in Table 2. So. it =a he cocluded

Definition 11.1 Conoder a noneropty set S (Uriersn of descrptin) sodas that there only rxiot two tables nquslitetively difierents
order relation < defined ionS. Qsstrie egsottlpes(q.eon 1.ty) rodefined Nevertheless. nall1 tle eomimtronsrTable toare possibl, foreampte
as thefotlowing hinary relat~ion duced by S ont S: so1, if theewoxsts A, r S P5BPS =. is ronpaible with PYOPH =P (PM, PL], alote PSNDPS
such that z,: Sasod re : . + ifand onlyAf d < 2cand PMN ePM (F[Y, PL itand olyrltd > 2

A Q.0lrlslrn yo.e (Smn) is de~finecd as a set S sod a Q-vqoatty defined

In practice, the problem is generally to represent physical itq ttc Abi V.in1111 t ei :
are, hsown with poor precamon An that real numers canntotc ho oei([at
itatave models preside a solution so long as they tnrs consistenit whIt
real numbers and real operators. Ose woy to do so As to define the Q_
pales frm a partition of the rest line. This paper considers the ([-pair Table 2: Qonltetivly diMernt &-tbles
obesined from partitioning the rest line R into seven classes with osooti.
ated labels- negative large (YL). negative medium (MAf), negiative small
(NS), ano 0), posiative =rall (PS). positive medium (PM) and positive In the following, one first problem is to drovcers bow mniy tables ore
large (PL) (see Pig. 1). The set S, n JML,N,V)fNS,0,PS.IrtfPL),or. possible sod to determine them Given (a, b,c.d) 4E R' with a e. 6 0 <
tr. c .sa eo < d, then the symbolic table of 4Dn is completely determined. Wheoce if

*mwe consider D = ((LA, 6, cA e l1,sa <06< 0< c< d) one can establish the
05following equivalenre relntios'

Definition 111.n Two elements of D are said to be 0$ii.1rgiss if they
Figure It The partition Of N induce the samse table of (B.

dered by SL < MM~ < NS < 0 < PS < PMf < PL, conoltolues, the IV. The conditions reloted to Q.sxiro table
highest level of specification of oar ([model, The lowest onte is total Linds- Tshmtrtnaovt.sooi fig. l,itherrautsimi.snhard sntareso(T.Abtdpid
termination (?). Between the highest level of speelficetn d the lowest on the relations of 0o , , sod d Pen intance, the result of IVL e PS A
one given by ?, the wtal partitioning induces four ordered levels of spec- conditioned in the following way.
ificatlon. Interpreting the labels ons antervals, the foot levels iorrespond to
the onion of two, throw. foot, and five Aid~acet intervals, ILabels within fLP = INL,NVM). ifs : 0-s
these levels are denoted (a.#], where .,P0 e Sn- (0) and a < . It)i MLNPs <. f 0 -0,
represens the itral obtained from the anion of the intervals assooiated ~,(MLPS3, if -0<C.
with a and P aund the oines, in between Oar universe of description is thas Proceeding is a similar way for the eleven undetermined sqaqorm, the
SnzSl.(ML,MMIJ,IM f,MSj, , LPM IM PJ'and the order conditions detterming the tahle can be summarizediAn an algorithmico oay
relation : considered ins to the inclusiona

Definition 11.2 Let AD bena hinary operation on S sod let it he a binary onflws
operation on R, N is said to be cossisleng sixth o if for any a,#ife S, oa I. 1 Copareb with
is the minimum set of S (with respect to the inclunion) that contains the
Interior of a ti tO
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2,Cmpm e with B-i, -Oaod-.-;Depeadiigo-the result oflpplyog .Snstvyoasl
the first lisl, the satiauofth th cree unmeen b-a4, -& od -a is Tis section deals weith the problem of finding ho,. the bouindaries of the
differet IWe have the three following pilishilitles in the postive half catervalo of the partton o. 1 Ra- freely muove,mr as cotos way, keeping
teal ines the symholidQ~om table invarint. Rtom the topological point of view, two

sIf b < fthen 0 <6 - a < -0< -akindsofe iiesocclasses raisthe diotinogenhed. the open classes sod the
ones that hove the limlietty that all their points are frontier points rst, the

0) Ifs. ~,then0< 0-ds -0 -alstudy ta petformed foe the "isss tables wiuth opeasocrated "utiovol'oe
If) fb > the - 0 < -< - a . e<s

Thea, depending on the situation the possibilities foe c a difel Let p si (so,ts,eo,do) he a poinlt of D such this its 0D -eitiivaleone ss
0, is so open set in V.t tov,ing the fast coordinates of p to a cotinos

.s Compose d with these of these numbets 0 - -, -b sod -a wehich wte way and~ itil remaining inside of 4,. san be interpreted as the research of
emter thin eand with c- 0 c-a sod 2c. a soomen radius r for this fast cootrdinates, inchs that every coordinate son

viii tinide its cormspondig interval (See igure 2) This is eqsivalent to
The usheresosre of the olbesee algorithms piovides oll the possible Q-ssm oe

V. jhe c.qi~e lisoses. Iteottess, sod Pecision~ Figare 2 lissing the honodries,

Fton the outlined conditions. it is evident that soy $eipalee clsins otrr searoluog so hypetuahe oith moutor p soil side 2r totally contained is the
-eponds too esnoto denmain of D. So, gieno a point p in D, therm 4uls class C, thea is:

exists is convenient directi.n of move frots p such that ths,saiited ta.
his remairs invoisot On the other hsnd, thetm test gi-equisolense classes S,(p) =a sa+ ([sJoa - r, ho + rlsjsa - r,a + rfxj4 - rdo + ri,
with hypereolum 0, aid moother kind of clssies with iofirlitehyperslssi. Of Moreoer, it is pssible to find the mros such that S,(p) CC0, To
eoe~ise, if the "uqoisaleose elass of a point p G D has byporvolses 0, it this end, it s sotltest to iepose that thi eigth bondaries of the intervals
It ana otteolgh lint, esljone direction of riose feats in poestv the Qs- of voriation is Figure 2 satisfy the results of the conditions corresponding to
table, if the "giveqinsoe, class, ufp has infinite hypervolam. either a sector
of directions of move feats P preserve the table if P is on the ftontlet of the -"Finally, we aalyte the eae is which C, too net such that all their points
doss, or all directions, if p is so interior point ed its clam5 ne frontier points, Then at least one of the conditiono that deteeise, C, is

V.1 obutnes. Gven wo able Z nd T th quetio a -en soa equally-c Searcing for a radiustr for frees movement of a, b, o, dt, imsplies
V.1 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~~i WIhros.Gvsto olsT o '.th tet swe t he ceordinates that taht pest is soy equality condition must remain

T mote robust thus 7)? Thot is, if Ce sod 01 denote tir osoisted 0- fixed, esd the radius con only he fossil for thi other coeroimtes
tqipasleose tisaes, when Is the demais Ci Igreater' thn the domain Cjtl In
order to compute the *sihe of these domains, iwe omrpoe feat the possible flefervee%
rsuolts of the sums a E)9 # ot any pot (a,#O) C S12 that is for every situate of
thetahie. iorohostroxnoll the whole tabletoaaesnsei, oifthetuability, [I jArtjturio clbgcnSf.pCia aaesQbais issVl2I
of the result of the tssm within eotty square, Of orse, fised squares wte 1084.
niotoosidered Siolum eedilngstre to infnts i

t
ypetvvlnes, the

cmparion is ptrforned by sng as gesroetriw al otlss 12 1 tlsguePl, Rosime, 0., and Deeds, P, (1087) Troubleshooting, when
Gisen (a,#9) C S", let so pnc h e ties possible results of ao (De, then X modelling is a trouble. Sioth National Coeference on Artificial Isicli.

is snoe stalke than p if the domain Do, C D corresponding ts the result z Pt, Seattle, U.S A.
sotina the image of the doman D, C D by a rigid moveiment of Jl1 A (3 1 Dounoy. J.L. (1008) Continlling qualitative resolaution Scond Quill.
table is said toebe rnscatl than tootheitfaltheresults of the painsoefl sIstin Physics Wovishop, Paris.
corresponding to the firt ne more stable thols these that corresponding to
the second one. (43) Pirs, i. sod TLsitrotI. (1909) Ahout qualitatise eiquality.

The relalos lois, oot ftail, A~s. betneen tables uis or.der Wtalton, asnom sod propete. 1h Iasmslronali lvorkolop .. ExoI Spless.
hot is cot a total order. Table 3 showos the meat stable Qss table sod and thir Applisalss Avignon, Rlarer.

Ceef/resiac.o rlcollllic (AAAI-906,?,iladephia, USA.

(6 1 Simmonus, R. (198)Commsesearsolciiraoning Al in Enge-
steering, 3(3), l~8.l80

17 1Tts&.Nlsaiiys., L sod Piers, Ni 11009), The orders of magnitude
modelsutas litaiis agebras. 111A11CAI, Detroit. USA.

Table 3: The meat stable Table (03 Rcen dolallitr 3, J~rei Speia voumo19at89, R

V.2 Precision, Another aspect toaconsider is the feecssiosof the Q-sues Wa Appendix: The symsmetric case
bles ThOis mpt is related to the fact that the result ofeog.6 for (0,A9) 0 $I
may he so element of S, or not In thet felt case, it boo the maximnl peect. lNsmoros practical problemo san be modelled by using a symmetric patti-
nion allowed by our algebra. lknse. the mote information a table provides, 1ion which provides ecosmous advantages in terms of complexity This case
th, mtore precise it cso he meid As robstness, the pro-moo of the tables a corresponds to the bouadaies of the intervals natnafing -a d t = # and
tudied *squate by square by comparing the results of the suas en # for -t so co ia. Theme arc oaly three diffeevnt tables for 81, instead of 201 in
any of the pairt (o.19) 6 S12 which do nut correspond to fined squirms The the genoeral casel, and they are qualitetively equals These tables are is corre.
precision of the tables asa conequence of preision of mobh of the pessible aponds.. wiith the three demains ia the plan. Oa? represeoted an Figure 3
results is3 the sqoares. Hlowever a measure for the degree of procitsan of the Siase 02 > #j, the feast tws domains; are injectable in the third, sod therefore
reolt xoE S ofn *0, coo he provided in the followinig way, a) ifo St.51 the table that corresponds la the cast. 1> 2a in the most robust one

'thenxhas degreeco eocision I: b) otherwise, the degree of Precisienof - i

rosheessftldegrees, the doeec of precision of tht whole talk

is obtained by tahing the minimumnsof the degrees of precsices of all the no
fiood squares, of the table. A table is said ts he more precise than another, if i
teaea.Titeaitiapsodrththsnihramimsnethe degree of precision of the first is greater than the degree of precision of
minimoss., Figure 3
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Fundamental Limitations of Qualitathe
Simulation

Asldrej Nfak~ir XicOLas1 --I = a

Uniwmrity of Twente, Departmenz of Cosnptter Sciencej,
P.O.Box 217, 7500AB Ensdhede% the Nethedands

long ta &;~a-eet
The purpose of our research is to ssess, the i-dametal

limitations of qualiative sinvultion. To the past decade, sew- SignWxts)-Z4f)) = Signs(5(i ~.
erni research, groups (1), [ P1, 131al de- e technique-s4,))
baed on a commson principle which nw call Qualitative Simnia- S *J2
tion. Based om their emspirical resils, we decided to inv-estigate F~ediOS5 S4401,() - x{c).
wkhether gradual further developments of thes tedusque Could AlSSW1s) - 4)).)

W dnedtrecombinations of hicodasnentol design do- 1i , ( £,4s,{s)

for the approach, is hard to revise, and has important negative(1
ceuece. In our opinion. those cosquencs; - ard ly A consqene: is that ordinal relauionsips of a side tariable

evracpal npractice. The least radical revisions required as a function of time can ociy he determined within the same
to overcome these limitations amount to a com rplete redesign. periceod oaccotonicbhavior. Tbeonldinal relatioushsips hetween

In the following sections these (combinations of) design do- nocna-ajaent local extremes, like two adjacent local tnaxiuuis,
cisions and their consequences will he disussevd briefly For more thus cam ot be determined. Another conseqesce is that a
information on this topic we refer to the first past of our Ph.D_ revision of the first, tomiination of design decisions (only signs of
Thesis (4] derivatives) can not have any favorable effect unless this second

comibination of design decisions is revised.

I Only Signs of Derivatives 3 Prediction Step-Size & Orthogonal
A staie of a systet with ns state variables can he viwladb Quantification of State Space
a point in an n-dimensional state space The solution x1(L) of a
set of tl'e differential equations "a - Ax) can he visualized hy In the traditional approacs, the state space is quantified hy
a so-called trajectory a grid, the resolution of xhicha is determined hy the numher of

The initial set of ordinary differential equations is satisfied digits used. In Qualitative simulation, the stale space is siii
III both the signs and the absolute vaises of the left and righit tardly quantified hy an osthogonal grid into so-,calld qualitotivT
ternms are equal, i.e., Si;sa$.) =SQ(P(.-)) and A(La) = states. For example, in the 3-dimensionall stale space, a quali

AsA).In Qualitative Simulation, the equality of the abso- tative stale is a cube, boundedl hy 28 qualitative houndaries (8
lute values is nut %erified, hence the direction of each piece of a sides 12 edges and 8 corners).
trajectory can he known only up to an n-dimensional generali- The prediction stepsize is the length of a displacement of a
sation of a quadrant accurately. A quickly diverging hundle of short term prediction. 11(4) -

( iIIn Qualitative Simula,
.poasihle" trajecovies is thus predicted. The predicted trajecto- tion, the prediction step size has heen chosen so small that short

nra seldom have interesting properties in common, hence little term predictions correspond with transitions hetweeni adjocenit
is actually predicted shout the exact solutions. qualitative states.

This third combhination of design decisions has three conan-
2State Space on Ordinal Scale & Makvuecs

A revision of the first combination of design decisions tonly
Sequence of Short Term Predictions signs of deravativsa) can sot have any favorabla effect unlems Ws~

third combination of design decisions in revised. A state tran-
In Qualitative Simulation, long term predictions are! formed hy nition between two adjacent qualitative states is possihle iff a
independently chaining short term predictions, just like in the trajectory exists that successively visits those qualitative states
traditional numeric aproaches The state variables are repro- This is determined by the direction of the derivative vector at
sested on an ordinal scale. By definition, on an ordinal scale the intermediate qualitative boundary Because of the orthog-
oniy the older of the values is represented, the lengths of the onal quantification of the state space, that direction meat be
intermediate intervals are unknown. known only up to an t-dimensional gi-neralization of a quadrant

A pro)b~em with thri combination of design decisions is that accurately, onli the signs of the derivatives can thus he used
the lenghts of the shoit term displacements can not he repro- effectively
seated an an intermediate result, Ilosever, in general, thismi- The predictions are drwning irounding-offerrors Rounding
formation is required for determining the signs of the composed off errors; are of the same magnitude as the diameters of the qmial
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alaav aa~~ tens te tdctC~st*h tt2 sCt~ 4.2 The second misconception

af pcnsle aqtaM snostates, PC qns~a=M state as mah, tbez: astzen that the sstai aasem zz w nd LnMtAis
BF =as? -1, uten a us th me cif state iralos. If ,e liosser, at disagree with the stAtumas that the scdstson has
=m=et be =: sacn ma eftalsngtieda ongm beea ficnid by Qnatzv &ci: o
=Arss then t0= zcen &pnnt( h arneal Victor &Wd T1e .;ou r.uslsw for aiu that siaxin wcstaa of

jk-e, the se oddFfeaal erqataos)L The Banching Factor BF amhe xparatMi manual analysis the s, sn We twxorast
xs. ddtcd as the qomucaenof the total noanbc; doah State the authors to auctu ea=-Ocn-tg tan Pa. Acrasau. w think
Trnanious #PST, and the total nohe of Qcallsztive States that the susoeq~ciat ue of Qualzatm Suiaaszioo i jcat a d&
i#QS. tor.

#PST= #PS-adis = a (2)# QB MH QS 5 Conclusion
In fao fQualitative Simulation klset u ha;cb z4

numiv twenda-y is ntccntd btrjectois in only one &ucc- lVecdenuified three artiousoffnnda:nentadenign decisions
tsz, a.nc 's -L The nuribeir of qualitative housidante in Qu . -v Siuaion, cb of which is characteristic for the
per qzaL~atvc state depends omly upon the diniecs~n of the approach, -s hard to reise, and has impotnt- negai cOD;
stte spac on as? - L Theavrage nmber of predictd sequences. In our Optinion, those conseq=Oesc are hardly ever
qualitative hbAisos is ithu acceptabsle in practice. The least radical reisions re'quired to

overcom these limitations amount to a complete redesigo.#PrcdicdedBahausfors =s BP (r' - iy (3) quaiatve Sinmilation is practically usekas and irrpaale,
and should therefore he abandotned.Where a is the mtmez of p-ediction steps

4 Misconceptions

The article of Foudud &Nfain (5] seem to contradict with our
results twa- with respect to drmiin behaor~ ov peid References
of no-otonic behavior, and -with respect to the practical
usefullness of [ulttveSmltin 1 B. Kuipers, 'Qualitative Simulation," Artificial Intelligoee

29 (1IM), 299-33&.
4.1 The first iscontlC~ion [2] J. Do Mecer & J.S.Brm-n, 'A Qualitative Physics Based on
Fowuc6 & SMflin have showen that~ Qualitaiv Simlaio in cm Confluences," Artificial lntelligence,24 (1984), 7-83.
biualson with an appropriate model can determine the decrioag 13] YCD. Forbus, "Qualitax,ve Prouna Theory,' Artificial Intdhl
amplitude of the the Oscillations of a non-linear damped cecila- geutce24 (1984), & 1-168.

to[ 4] A. Maianovi, 'Parsimnnoy in Model-Based Reasoning," Ph D.We chains that an a consequence of the second combination Thesis , Univ- ity of Twvente, 1991.of fundamental design decisions, ordinal reatonships of a state [5] A.C.P Fouch6 & C. Mum1i, 'Recent Improvements In Qual-variable as a function of time can only be determined within itative Simulation," Procedings of the 13th M~ACS Worldthe Same Period of mtonotonic behavior. Consequently, if "posi. Congress, Dublin (1991).tiots' and 'velocity" are state variables of that omsillator, then
thcirdecreasng amplitudea not bedctermined by Qualitatise
Simulation.

A state variable is a variable only the derivative of %hich is
determinA by the (ordinary) differential equations ASateVar =
F(StatelfaridnPut Vars); no instantaneous relationships he-
tMome state variables can exist. Instantaneous relationships do.
teontine the values of non-stateo variables Non - StateVar
G(Statl6 ars, Input Varj),

Ordinal relationships of non-state variables as a function of
time can be specilled, even over Periods Of non-monotonic be-
havior. Let us assume that there is only one state variable
called-time. That time is specified to increase monotonically
jjtmme, = Constant > ii. The function C(time) can specify any
behavior.

Although the proposal of Foucdi6 & klghi is more sophisti-
cated it is nevertheless based on the same principle of specifying
a mtonotonically decreasing state variable called 'energy'. The
variables "position' and 'velocity" are instantarneously related
with the variable "energy, and thus can not be ttate variables
any more. Our clm thus does not contradict with the experi-
mental result of Fouch6 & Wulhn
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Recent Improvements In Qualitative Simulationt

Annse Charles, Pierre FouchE & Christian, MENSS
U-escut eTedncogied& Ccanpgnej Di4aumos Gfdese 3n JoRqne CN. CK S17
GC t&nd~e bs dRoyrlln.B? 6l9.6MpD gnr-ddct. IANCE

AbstracUTh Iis pape prsesome problocuseeomieeed lawbe and is.7his would only --anlat dhe peablem.
&&-te qualhasive simulati.on of drmns systes. reviewrs because the decrvaive of the newly inodaredi v.Ncbl wotuld
ext-iolede and ilcstesstbem on a ao-ivial oakv cAti as .eB1
e Ornpl. - ind Six esprnsicst foir zlie second den lee of a vanile. mod use

Introduction, for * alicau its firstderivtiveb. e imccal
Atso apre he dioction of ehatip oM variale s rtclPit

i-.f~ua= abut hysod sstes tis a stmaly~todde by pardis the eevisionmict graph anto e valcenme dees to
intneCaseed (IT, FRibus 131. do W a~ Br.w 121. Knipers 16].L tt la (J

She= & Leitch 113). Sacks 112]. Wiillissos [14D) have developped Ocwaroeec Braaehlag-
qualitative saalaetors. Froma car pois.o vit-. the am dower0 .- lademmeretiati in temporal ordering of evems may be cama by
independen. mathemaatically sophisticated algoriila is Koiper QSIMa limited kowledge aboat lasdiarhs, (Cause01122 in ocction with
16].191.1 However some objections have been formulated against tlse cast 82). so inpropriste model specifications (cause #4) or
foundations of qualitative simclatica 1111 sod it has berms claimed that sometimes by the lowa mantre of reasoniat (cause 13). Somse soluim,
it woldf always be impossilet so simulate any nso-ifivial system. Mae exit:
godl of this paper is to aanalyze the main probleamcetootered in *disable the possibility t. crate now landmars during Simulation
qualitative siulatin. to briefly review the techniques that address foe scene vailwcs
these problems sod to show on a nos-tavial etarplethas. QSIbI can *restave somes landmsarks from quantity spaces so events defined
Jdrve 11Seft dCOdaIsiCKe about as. by a variable reselia oc emitting that liadmusk tao no longer

Qualitative Simulation: Problems, Cass ignore the direction of chanrge of a variable so events defind by
and Solutions milal points asolograIApe 1 71

Very oftes first ruts of qualitative Simulation predute a lot of * more specsfy constrsaints by adding correspending vales;
behavioms from which itsis difficult to extract bhlaviori features of a analyze similar bechaviors and troop those which differ ondy by
System. llehavlimi s prolifrate either because they arm not temnporal orsierints of eet]:
repoescraced at the appropriate lever of descsipious (in which case they P~ ar

t
a qooottaive indrrestimnf 11

differ very slihstly) or beeasec Spacieous befuoajors are predicted (-e
behaviors that do not correspod to smy selution 4f soy system of Other symptoms
dififerestial equations consistent with the qcAulrtive, model). In Behansors may also prolifrate foir reasons that ame not easy to
practice. whtn e asaiptlses so intractable tre of behaviors. oat cars smderstaad sod whics ame not associated with psaricular symptoms. Tis
obsere two platnomees. referred to as chatter and. oessrrrse Is siil die to the lotal =aturn of reasoning (aste 03) is eearatsion
brachig. that are the major symomas of the two problems: with the diceaainof a variables dormain (mite 11.1; it bappes

A variabletmay exhtibithcter if isdeivaive ismscorstried. that theeislidity of a trasitien depends ons the behaviorin whbich it
Basically. if at some toot point a variable transitions to a Lakes plate), or ans insappropriate model, specificationi (cause 54)
critical pont (that it. its derivative, becomses zero) then its Possible rosiedies, inelode:
qrsalaaiv value in the next open interval of taste is detrmned *disable the possibility to create new lanadmarks during sailarei
by its second derivative. If nos information is provided about this foir somte variables';
second derivative then simulation waill branch on each possible reaso an the phase space representation and elimanate behaviors
fatain that correspond to self-intersecting trajectories in the phase
Occurrence branching happens when the tenmporal orderinrg of plane of two independent variables (for steond-order
two or more events (for instante. a variable caousing a landmark systaurs)*llO3.
or reaching a critical point) tan,rect be determined. Qualitaave reason in terms of energy. detmpose proretres into
simulation thens branches on all the possible ordefings. conservative and rson-certsrvative ones and check ithe law of

Ceases of behavior proliferation am fosund in the main arpaions ciseration of energy is satitried151.
which qsalitative asmlationt is hased on and ears be classified as *reconsider the model, add new variables andlor redundat
follows: constraints.

I . Representation of a variahleca values: *add Parial quantitative informaion18l.
1. Discretication. the domain id a varile is partitioned into

landmark* points and intervals between them. Using Qsim in Practice
2. Ordinal scale: only the ordering of landmarks is rereted. In this mtion we will consider as example of a stemed-oder. on

2. Representation of a variableo derivatives, in hasic algorithms. Iinr system for which anolytsc, solutions are not known, bit for
only the tfgn of the first derivative is represented. and higher whsrhoecr ev iflifrainaotissltos ri

orde=resovaivg se ssare ig of vn. uo m&tr qualitative simulation. Out goal is to show incremientally bow the
3. Lcalreasoin: raecaee a ive stoc ae d tried using techniques presented above can be ased to comse op widh a tractable tre

only that state. without considering any preceding stte dx2
4. Model specification: simlation results ane very Sensitive to the of behaovtors. The system (E is 0-X n x3 -

choice of variables sod landmarks, as well as constraints and I yadd ~
corresponding Values. Eluiting y is (E) yields thr following equation:

In the followeing sctrion we explainbhowasyrnptoms andcausesare d5l 4 x dx . X + 1) X.
anlated. and present caisting solutions. '4t W.(

Chatter As - 4x
2

:; for All x and % + I depends only ens., one can
As mentioned above (case 02), only she signs of the lirst derivative make an analogy with a mecbhanical system. x reprrscttssg the

istliilyrersete.As long as no informsation sheet the second dx d~x
dervaiveid vaioleis roide, inilaio wil ranh henve a positions of an object. -'- ts veit and its acceleration

varlable reaches, a&critical point.,d
Possible~~~~~ saoin r;-4~~ eprescrt a friction force and -(x4 + 1) x a conservative

add a new variable to represent the derivative of a chattering
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force. Sach a Sysorm is &isiatl and iadhceutatcncally a
eq~ tme. We .~~ htttimn u~a f(~

We begi with ba~ A q 1ativessaiiM 1 M (Z). 1. -sihe * i.
Arzydz~d~ ,2.3.-yasid 32y. -nd the constans -e dhli (Z
dahtf. A y my&.inimsy).ltzz1c(z s x 3).osuck (z x2_____inch
(327y 4),add (aft sO-y) ad add(dyft say x].

lhe way wegna dial 11,in a,4 .o.~wolac
te modaL. saalzed aday .e op with to Misy behaviors. doe _ __ _ __ _

an approprisite technique to solve the problem and then remat a a
sjakazdoz. %Isat follows; -om up what we obtsiae -7Simunlation mmlist 1 brihaions -atime 2 (ae Aigore.a)- Asusat:
dxft aca. Solution: ignore d~s.k ditection of doange.

Simulation reanits: 7 behavior$ 3 atie t3. Anaolyais: x2y chattera.
Solution igo66 Ws9 direction of changec.

Simlazion omiaham 12 behervon;s at fiate 13. Anadysla: dy/do catera.

Soanoa ignsore dyldf a directon of chanage. -

Simulation maslts: 3 behoaviort at time 92* Asalyss I spoiris

.Modify doe moode
Pragmnatically with QSIM. it is betne to qualitatively translate a (a)(b

factorized equation than a developped one. becauase two equations (a) Initial behavior timi,
algebraically equivalenst. bue expressed differently. may have not- (b) Final behavior trte and x~s and fs behavior

eqtivalent qualitative transation$. In oar case. !!X x - x
2
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happen: so sew lasdmaoks ate created for x2. thus no new18.
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bat S1Mit sabe t deermne he(111 A. Maharovos. and N. Mart. 'Fundamenttal Litatitos of

Solution: Use the phase: plane (x y) and elimuinate behoaviora; that self- Qualitative Simslation". at Proceedings of the 13th IAIACS
ittersect. World Congress, 1991.
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Adroucer it Qualitative Physics. MIT Pra., P. Strit, and B.Conclusion Faltins, Eds., 1991.
In this paper, we have thown tha QSINI can draw uaeful tclutieona [141 B C Walloars "Doing Tune. Putting Qualitattve Reasoning en
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RuLE BAS22 scIIEuLmf v A FIBRE PLAN?

Plannring and scheduling i. i planrt is compl$etely based ota ctut-
IoaIM Jacheeic ime ord~ers' there is Do =eed to regard storage of productsow ore
I+K ~ISoftware there pMoUeMS of lot ste deteemistos The schedqling period va.
HfoECHST AG ries firom three weeks to two trintlas, typically there are foom 300 to

POutfaCh so0 03 20 1000 orar to chedle within the period. The spectrum. of possible
1)4220 FrnhfortjMain 3D poaducts ranges over abouat 12000 differegat owtt neo ir

Abettrc 13 gin the las lur yer neapeapiato f Pr-- ln themst promet paaeesare

a kowldgein~d shadngsystem has bee developed for wit in a Thebasictpe
a HOCHS AGAge plnt.The design of the system follow the
nomtin hatpht-adscheduling probles cass successfully be - Oute (and possibly Inne) diameter,

moodelled using a rule-based approa&h Io contrast tea mathematical .Clte
solution, tho sdsedsule generated is suboptimsal with regar to some
(hypothetical) cogt function, nevertheless theiner aceptance of the - Bobbin typ an r
s ystem is much mofe promising than with the previously tsed "linear
programming".stylesoltioo.. Due to different characteristics, the set of boissible productios lines

ifofusnishing an individual product is limited. A typical product mryL INTRODUCTION, he produced ons 4 to 12 distinct prodoction lines. The exact time
Starting to the late 60O's, the fibre plant under discussion was sep. needed for the production of an individual product also saries with

posed to use a linearprogragnming-based ojuttin for its Scheduling the production line tsed, typical variation is a factor of two.
problems. Althougha the programn worked and proposed an Ooptirmno %Yhen production proceeds from one prodoct to another the pro-
urlotiori, 5t trmed out to he unsatisfactory with regard to several cu. duction line has to he reconfigured to somse extent depending on the
cial points- param ters of the predecessor-and the successor product. A main goal

(from the plant smanagers point of view) is to keep the overall reconll.
* Although the initial scbedolng proposal was accepted and belie- r ation effort as arnall as possible. The Ordens due date is a secondary

red to he Optimal, it Was aMOSt total iucomprehensible. criterion froma the point of view of the plant mtanager - as long as all

. Ihe plant manager was not Able to influence the programs be Orders are scheduled within the scheduling period, due datas my be
harbr ohertha thoug som vey rughparmetrs. neglected.haviur the tha thoug om vey rugh ariittrs. Apart from theomain scheduliog-goal, stveral other restrictions have

. Inevitable *manual' changes to the proposed schedule usually to he iltisfied by a schedule, for example:

led o mre r lss dastcaly wrse oluion. -Regular maintenance intervals have to he schealsle for each pro-
. The uy.tem ha a ha response time (several boors). duction hone.

*The quality of the schedlulecorputed was questionable, since the 9 Randomly, production lines are unavailable for productive Al-
plant manager usualiy had several (conflicting) foal functions in loction ( R & D-alcation, failures..)
,mind- there was no way of introducing conflicting goals into
the oysters. * Differently coloured versins of certain fibre types must not he

As a result of the unsatlsfactory program behaviour, it was only produced durng5 the samea time.
rarely used in the scheduling process - most of the scheduling task Ill. THlE IMPLEMENTIATION
was consequently lone with pencil and paper. Regarding thls situa.
taon as beang even moreoasfictory, the plant mranager agreed with Since the System under construction was to follow a knowled~e-
a proposal to solve the scheduliog problem winug a hsaowledge.hasd based approach, we did not antend to propose an algorithmic solutaan,
system. hins goals of this system were defined as foliows. but instead decided to model the plant manager's approach to schedot-

oThe system should follow the same line of reasoning the plant ling. After an initial knowledge eng ineering phase the following simple
oaxager use, when generating a schedule. scheduling strategy turoed out to he an use within the plant:.

o ath individual scheduling decasion should he as transparent as Step I . Detiernine the possible production lioes for each of the
possible to the utae. Orders.

" The system should only make suggestaons, "mnitual' chantges sStep 11. Startiog with the initial (given) allocation of production
to the proposed schedule should always bt possahlc, the system lines, look for the "m~st promising" successor order regarding all
should tube core of incorporating these changes in an "optimal" of the lines.

way i theschedle.o Step Ill : If there are more than one equally "goad" Orders left
" The response tame should be as short as possable, a moauamumtof from Step 1I, ch,ose otne of them based on secondary restrictions

one hour was agreed upon. (due date, customer, ...).

In what follows, the basac iae, the imoplementataon and firs texpe. Step WV . Allocate the order fromt Step Ill and go hark to Step If
rienes iththe ystm w desribdo Step V : After all Orders lave been scheduled (or the capacity

1I. THlE PROBLEM ENVIONMENT limit is reached), review and eventually manipulate the schedule

The fibre plant regarded here is an example of a oingle-step produc. wihes t"pcalau.
tion plant : raw material eniters ene end of the production line, on the
other end the fonibed product (ao intermoediate for textile products)
leaves. The plant itself consists of several ( 3 to 40 ) such production
lines with more or less different characteristics.
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RLE BASfl) SCHIEDULING IN A FIEIRE PLANT

Alths~h he eoceureshetsedabov issiseie n~p thei tsytem boo been ioplerucated using OPS-S, the macioe traditional
with regard to optonality, it was a procedure accepted by the plant puats wer done in FORTRAN, today the system consists of about

iaan dit helped to produce ogood" schedules Iteverthless CO0hnescfsdc. AtlypicJs!olseproposaiseeratedmiabot
- as it woo dose with paper and pencil -it wasa tiDCintmn 6 to 10 minstes - the timse needed to comp~lete .11 necessary changes

process, so it siadeia nmore thinonce amooth and took a couleof isJeu tas r hu icudn seeral r cpntations of the schedule.
days of the plant manages, time. Since the cirderichduled this wa The system is used productively today ino, plants the rate of~a-

usal are snjc a chne c( in ani .it tye coon userly changes made to the proposed schedule is oasuitnly deereasing.

up to the last mrinsute the 6good' schedule was changed on the Ily iind Two reaxs ago we staeted with 20 percent accepted proposals, a few
tendd toget'wet? wih eesy ,~weeks ago we arrivedt at a ratio of 701 to30, a realistic goal ties at abeit

The system costructed in response to the plant managers, request S oO
in prineiple follows the procedure outlined above. As can easily be .c cw os
deduced ress the above desciptio.,Steps 11, 1l1 and IV of the pro- I.CNIITN

cedure cian be modeled by sing a non-hachtracig, feeward-.5hani, As of today, we believe, that prodnction planning and schednling
rale~hased paradigms. SteplI(at least in the simplistiefe&6sit isstated) sar typical candidtates for the usse of Al-tecbniqses. I ton oupinion.
con be Implemented by a database request, the central point of inter, there are several reasons, why aljonthssic solstions to such prebleem
est woo Step V : mftany and freqnent changes weri rally made toa eem inrealistic:
proposed schedule, tep V wrould better be vfewed~ as being intedleaed
with Steps

1 1
, Iland IV -reulting inabacktracinjorre-schduling s Conflicting goals and ans enioneous amount of parameters are to

strategy instead of early conroitmreut through forward applicattion. As li tale into account.
our observations res.nlted in figures of about S to l10 change per sche-
dolt, we decided to use the forward-chainiog paradigm. Thin isios Goals as well as parameters often are sot easily converted into
DO! only led to a very efficieut implementitiou of the scheduling pro- numeric descriptions.
crss - explanation of scheduling deciis s behes meuch easier to -

incorporate. than it would have hers using a backtracking ver son. 9 Mathemnatical solutions wre hord to explain.
The schedule is presented to the user on a graphical workstation u 'On the fly" changes to schedules are hardly mranageable in &I-

in form of a Gasntt-cbart - which is accessible throughout the whole gotttbsolo attempts.
scheduling process. Whenever an order is scheduled, it imnusally
becomes visible on the ses anI while the process is continuing in - If the environment changes, it is often hoed to adopt an algo-
the hackground the user boo the ability to select every individual 21- rithin.
location (using a pointing device) and my request an euplanation for
the allocation or a detailed set of informastions on the selected eider. TIbis does sot mean that we blindly believe Alechntiques, to be

Once the proposed schedule I. complete, the user my change each the "our and only' solution, to scheduling problem, an we had to
* individual allocatton in one of the following ways; learn, a maderate mixture of Al and standard approaches seem to

* Rquet, hatthi orer houd b alocaed o acerainp~ouc, br a feasible way. Only if we manage to integrate smiall AI-part. ino
o Rquet, hatthi orer houd b alocaed o acerainprote- bigger existing organizational, hardware, and satware-enivirormsents

tin hone, will problem successfully be solved; a purely Al-based solution would

.Request, thot this order is to be the direct succersor of another have hesn an much of a failure as a purely algoritbi-nic one.

allocated order, We are today continuing are worh in scheduling in several directions:
* Request, that a nkon-schkeduled order iss to e the direc, successor * We (te paut in the EUREKA-project PROTOS 11, where rese

of an allocated order, arch in the direction of global, distributed ansd local production

*Cancel an aliocation. planuing and scheduling using Al-technolo" is the m-An goal.

Instead of directly obeying the user's request, the system gathers u We are constructmng the equivalent of a 
5

scheduboig-shel oh-
all of those requested changes and eventually regseds them so h-w stracting from the tlbre-eperiencts.
scheduling restrictions as soon as the usr decides to saert scheduling
anew. This feature helps the plant manager to avoid schedules hero -# A second experiment - now regarding a more complex multiple
iuig worse, each time he has to do some changes, Since the whole step production - is in the queue.

schedule is redonte, a 
5
geod* result will again he achieved.

The most cricial decisions to he made during the scheduling process
concentrae on the order selection Ins Steps 11 and 111. In order to give
the user a mnanisom of flexibility, he is allowed to edit the criteria
to he used in those steps by himself. The system to this end keeps a
lint of 

0
user visible rules, that allow the plant manager to define the

0
erost prondsing* successorin tenssofparametersof any predecessor.

successor.- pair. 71bis, list of WtuOs Is subdivided into priorined pactia.
ges, the packages th emselves ore sortecd by user-efined prioritlies - so
the plant manager has complete control over the succetisor-selectin.
Within this rule-set the selection criteria of Step Ill are also incorpo-
rated, this allows the user to stale the relative importance of due dostes
and certain other restrictions,

The system is today running on a VAX-Station using VMS, the
graphical intetface uses VWS (VAX Window System). The total
each sum up to about 3 manyears, where about 60 to 70 percent
of the effort were spent un Integration aspects - the system Iis close
connection with existing databases and standard software components.
A nother 10 percent were spenit for the user iteloce. The 

5
A10.part of
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Knowledge BsdScheduling in PROTOS

Uaiiiislk~dneg P=B Inforesatik

Absirct Fo ever seletionthe planne his to apply his knowledge. ecg.
Absteacta geiicrproducts befor others (see below).

The main conflict the planmerhas to resove an creating the schedule isW~ithin the EUREKA-projec PROTOS (Prolog Tooils for Building thtot~wiig (an apropriate apparawtisabresdyoccuped).Expr Systems) [Apert SI a 0rt~ of a nwed ae One7 of the possible strategies to solve this conflict is~und this

Pr $)St~e at and rtataing cheule using i!as sdi h loih) is okfra lentv
syse 9 tist e n=re sn i ti o possible to use the alternative variant within the given

b L-a de am th lanig inc.,lo r this means shift the interval until at

This paper dectbes a hersi plalg algosin cmlmen i is .19 boo~lnaieodr
Prolog hi ims in cBaitagr sceueOf prdci Muing -

the exprec of anexpeirt 'lancer. Tealgoit tties to mode the p- A
plans bav rf the expr plne in sigaipecific plannig
strategy tho t aplan stpb tp noeof the heuristics
applicr in guiding thescseforagod outin. ~*0P

1. The Schedulng T2ask ~ ~ ~ ~ ~
The task of the planning personnel is to create and maintain a , Xr, VA
seheduleof irodluztion usin; different kinds of inp,-. iforain . A-f, AA A
e~g. a master schedule with gsven orders information about products- -

and resources ard several conditionsu and constraints as well as goals
to be karisfied [lbx 87. Sa%-r 90J. ccdeslred solution is a plan that S: FS sill 0 o sill. n akr e *.
triesto satisfy all of the given goals and conditions.In most of the
cases this will riot bepoissable so the plannes task isto ind a-, -'

solution-.hich fits best. For this he uses his kno wledge and A AA

experience in guiding the search for a "good" solution.
Ceting an o-ptimal p roduction schedule is a np-hard tusk. Aliai AMU11 511Sit AM Ai Aiki ti ~IR W1.1 UMi

Scheduling approaches fromt Operations Research trying to find the
optialniutonhveumewikplstwhklimtthicspliabiity Fig. 1: AND/OR Tree - Problem Space of Scheduling

in real planning environments: The problem urea o! this planning methodology can he visualtred by
-due to the combintory complexity of the problemi area they an ANDiOR-tree. The node- of the tre contain a statement about the

usually work on a reduced piroblem model which does not fit to contribution of theebhllre. nodes to the solution and, additionall), a
the real planning ueasoni value that can be of differet domains at each level.

-the algorithms are coniploe and . solutions and the way they are
produced are difficult to inderr=sn A solution for the AND/OR tre is asub-tee with:

-most of them lark flexibility is the ease of changing situationis or -the root belongs to the solution
P*ramtqss if an AND-node belongs to the solution then all ats childen-nodes

too
Intention of the knowledge based approach isuto use the knowledge -if an OR-node belongs to the solution then exactly one of its
and experience of a productionlplanner within a heuristi c p lasng children nodes too
algorithmo to build a production schedule. Several heuri stic scheuhng Finding a solution for the scheduling problem is equivalent to finding
approaches have been proposed, eg., [Fox 87, Keuig 88. La 88, a solution for the AND/OR tree where all the cotnditions are regarded
most of them try to model a specific planning behaiviour using certan In figuire I a solution is indiested by the sohid lioes.

objetivs oly mplcitfTh PR *nS-pproach in siia so tha
as the betiitics! strategies of the expert plsanier shell be used to
create an agonthm which simuxlates his planning behaviour. 2. The Scheduling Approach

Th plnr ure an onrbad plngtratg wher henever has
so look for the whole problet ra He selects xsorder to be planned The so called Basic-Algorithm is part of the PROTOS-planstog

i next anlten he trie to tn f a plan the whole order at once. Orders that approach which cousists of
have born plan ned before usually will notb changed arid so they act -a user-interface [Michaux 90], allowing planning "by hand" and
as nw constrinmts for theorestbepandaeras.ueasm-nche-tefe

The plnnn heriti cand be disccie-ner
foe llow ing u ristc c dicribd schematically by the -a heuristic plarrmg system (consisting of the Basic-Algonthor and

a factual knowledge base used by both of them.
a master schedule with n orders in given
execute the following steps, until all orders are scheduled. Main intention of the Basic-Algorithm is the creation of a schedule of

x kai an order to be scheduled the production using the expert knowledge of tire production planner.
WW ~gg an interval for t execution of das order Other ones are that this creation shall be efficient and shall use the
WM is a production variant for the manufactuing of the product basic problem solving strategy of Prolog.

-execute th: following steps, until all steps of the variant =r The Basic-Algorithm usecs to model tht planning behaviour of the
scheduled planner, but as it in impossible to acquire all the knowledge nd

r jM~ a step to be scheduled fclin~s of the planner, only a part of bra knowledge and some rules
- kag~ a possible apparatus for manufacturing ,'te step from literosire are used in the planning process.

concerned
-ifthereisa conflict,tytsoresove it Result of the Basic-Algorim is a schedule regarding the objectives.

- all ordero (of the master schedule) are planned
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- dadaiesh~udbeiietplants. First results showing quantities of lest data and runtime
P aled laado der ib ate eg. plne 'by hadare it- pfonceof the Basic-Algorithm are summarized in the table of

-tp du Titeq reitins (erg& relative start daes dmratiesof~ Plans Plans B
mip~pe~led apparatuses) have tobe met aaimpae_ _ _ _ _ _

o oeapigs exit
-if posil the 'snens!a72 an -vrat r sd se! Pout 33 S4

m nsthose vartants and apstn wchpreferably slitld be Steps per prouitt 10 3
used) Ati- app -iueper step43

-theuVhok pixliietico interval for one step is occupied at once. Variatnperproduct 2 1
A5O 4 . 32

%feeling the due dates shallbe achtieved by planning 'critical' products App4atse
first 'A'crtcl Prdcthr meanis aPMCt citical in time. A value Planning-peio (mnth 6 6
describing the ctiticality is determsined for e-ery product to.be lRuine (B116-Plolog) (see) '165 23
plarmed:tapeeduitiscrificalifithas Fig. 3 First Results

-less alternative variaints than other
this evainaed ydividing thentimbcrofleiaiep5a3tise5 3. Further Research
by thernuesbe of stepi

-to be finrished beftol= tear is dudae Some weak points of the prototype version of the Basic-Algorithm
a smaller slak-iervaldi rb ae
where slack-interva means the distance between the earliest Net alo h eesr oniisMcokd mn hm r
produio ihn da m the given s art dt lsteduaino the availability checks of Personnel and raw materialprodctin) ail he ivenduedat A main point which limits the usability of the: Basic-Algorithms is
abhigher user piority than l=e hat it is designed for the special problem ease of creating a
this is a uer given plinsii) to pref~er rducts- schedule regaiding the objectives and assumptions listed above.

Additionally user given weights for the priorities Zn used to provide The planning heuristic (strategy) used is implemented fix. The
the possibility to prefer one of the rules. In the current version higher algorithm i hrfr sflol nsmlrpolmaes
werights for rules one an sisi ar used. Another csucialpoist is the combination of several heuristic rules,

e~gwhen selecting orders. One can think of situationn where thec

The scheme of the Barle-Algorithm (fig. 2) looks much like the default-weights will not lead to an aeceptable solution, so the
planning methodology presented shove Every time a choice is weights have to be changed or in sm ae e ue eg e
possible. heuristics ar use. garding costs) should be added to take into account all condiin.

The results of the Basic-Algorithai are presented by the user-itrace T l toic lead to demands forsa Cotrol'-Algoithin which is now
or aslistngn.under development. Some of the characteristics of such a 'Control-
or aslistngs.Algorthmsare:

___ ___ ___ ___ __ ___ ___ ___ -Selection oflheutistics for planning
1. chc peeniins Several heuristics (strategies) for planning should be integrated in

lofroresto be merged oreuplilted -the system. The planner may choose appropriate ones or the
system should propose appropriate ones.

2. create a list of ottier m Wre by 'criicrl) Using planning skeletons, adapting strategies
hewirw. weighted conmbisation of the four rules listed above Planning heurstics may be represented as skeletons using abstract

operatoem for rules and parameters ecg. for the selection of orders.
3. chooseorder With these skeletont and appropriate rules or parameters the

hestisnc. use the most critical product first (fist of the list) planner in able to build an "own" planng algorithm for a given
if all oders planned -> FNSH situation.

- integration ofthe Basc.lgo f plnnngstatgis
4. ich= rodution interval The Basic-Algorith is usdas ore 0ftepann taeis

heuristic: try the given stars-date first, if this leads to n0o Selection of heritic fee replanningin sefic situations
solution then shift adding the minimal necessary delay (this Not only P Ianning heunutics but also heuristics for replanning
rule makes sur that at solution will be reached) should be iered Tis led to te possibility of a flexible and

If otter planned. -3 efficient ration to unfoeen events. I he selection maybe dose
interactively or after the system proposed appropriate heuristics.

S. choos variant .Integrtion of new" heuristics by the user
hueuistic. tryi variant 0 first, then variants with increasing Theiuser may change existing or define not yet integrated
number (variant 0I is the 'item' variant) heuristics using a provided definition language.

if order planned or not plannable .> 4
(got plannable: all variants failed for the actual interval) Rfrne

6. , &hoost ep
heuristic. ury steps in reverse order (the last step first) (Aipet2i 871l ApMzlnuh.MI-.. 'Dan EUEKA-PrjetPROTOS" in. tiner

if all steps planned or one step ot planinable -> 5 W., WahlsnsW. "WLnsbasioir Sysuene. Springer, 1987.
(not plannable. all possible apparatuses fatled for the actual (Fox 871 Fon. M. 'Constraint Directed Sc~h. A Case Study of Job-

intrvl)Sbop Sc1ieum humaan Publishers. Lonidonr. 1987.
intrvl)eriggg Ktng. N P., Yuu, DXY.. Rossi, M.: "Iteiracion tonsauive

heristic: try 'suen'-spparatui first, if not possible then tr an Ineliin isnufacturinysirrus
alteratve apparaiuses Liu, B- "A Reinforemen~tt Approachi t Stinedoling" Pixe. Ma

if sparaus fee non aierativeleft->6ECAI. Mninchen. 1988, f
L-.if Rparaus fre or n alterativeleft - 6 [Mctunix901MNchans. 0 "Development of Interactive Pooye o r

Fi.2: Scheme of Baiic-Algorithms duction planning & Sesurdatus hasrd on Protog% in Appetfrui/
Fig. Cremerst ltrrzog:-rM EURE5KA-Project PI8OTOS., Zarleb.

The Basic-Algorithm it implemented in BIM-Prolog and Quintus [Satensr 901 i Saxier .Ark a W "Knowkdge-Based ProdUrnei plan-
Prolog on sun-workstations and is being tested in several selected ning anei Scleulng". in. Carnvate. Md. eta].. "Modelling tr

Innovation'. NIPF TO Corferce. North Holland. 1990.

1750



J(t NOWLEDGEBASED PLANNING OPUNDERGROUND UGHTING

WOLPRAM BURGARD AN D JUDTfll GREBE AND RAINAU)GREVi
ARMIN.B. CREMERS [chrisuhiInfermitk VI FRANK MOCHER
STEPAN LEMRIuNGHAUS Un vaiMUlortesur RuhelsobeAG
LurZPLOMER -Augimt-Scfrmidt-Sr: 12 Aillungigonoie
lesrtutrldnrmart ill D460D Dortmunsd 50 Rilunsceijer Sir. I
Universititfiorn D-43D00Esseni I

* Rilmciir. 164

* Abstract- In this paperwe present BUT', a knoiwledie baied system malghtni m rire nt ifet aos fe elayo ut
for deplanning of usicegresind illinmnatiors in coal mines.'The task and find outwhich lightawithwhdich lamps; can be used andwhere,
is tofind lighting cnfigurations which are optimal from the ergo- how and in which distanocs they have to be fixed. An acceptable so-

*nomuc and economic point of view. The problem is that there isa huge lutiens one which satisfies te ergonomic reqiuements in each area.
nurclser of possible configurations for fighting satisfying the crgo- and an optimal solution does this for minimal costs
numic guidelines on underground illumination of owl ines devcl.
oped by the European Coal and Steel Comomunity. We present the ar- This is a tpclplanning problem. A subproblem is the calculation of
doitecture, and main features of BUTl'which is designed to restrict the the light intensity in the mine layout. gien the specification of the
see of all possible solutions to a manageable set of ergonomnically and lights, the mine layot and its equipment Thu subprobemn can at least
comnomicallyacceptable or eve optimal onecs. be efficently approimated wth lgorithmie approaces. For the

planning problem, no algoirihimc solution isathand. The special
charaeristica of this problem suggest a knowledge based approach.

1. INTfRODUCION since database retieval (which lighting fulfills given specificatioes)
combined with numeical computations (calculation of light intinityAppropriate lighting uirnirs tie riskcofaeeidents in hardusal cab se cnltrto)wud etoiefiin etu

ing n order to identify objects sufficient light intenisities ar areqouirendneesryt dntf heaes nwnc ak
the value of which d"p don the special task to ba performed. At theantd-
same tim gradual changca in light intensity arc desired Ini order to eurn iloxtnsstflseainiprote

easetheaccounoatin ofthe~m.Red~~ ode where the lights should be fixed. Whereas the knowledge to
Seel te ccotyohasioadopte eies hchl a.rea btic Col anditdetttify the nursini requirements can be elictted ouiof the guide-
feet research prqeelts and definec the requiremn~ts of uinderground uiaelgt nd omu lnacesoha t e acqured sugg etnxpro-
illuminations in ca:!mines Il11. For several reasons, however,t's'o plaithe light oning pamhstbaqr ie xet
a trivial =aslto fulfill these reuirmnts, &W it is even thee dighting.
at minimal or at least reasonable costs.

I1l. THiE PLANNING SYSTEM
Until now, there has been no computer support for t kind of plan-
rung. The difficlesm to be solved arc manifold. Different tasks have The requirements to a planning system for undergtoundlllununation
different requirements on light intensity. The patterns defining these are the ability to represesnt all necemsary infomnaions shout tune lay
tasks cannot be characterized by simple schemes. With regard to the out and to umplemsent the guidelines and the heuristics to deternmene
mine Layout a lot of different sceneries have totbe taken into account. optimal mounting places Such a system also serves assa tool for the
winch again cannot be charaicterized by suniple schemes. Each ice- acjussition of the heuristics used by the planning experts to find or-
nano depends on the timbering, the length of the tune layout, the us- gonomically and economically almost optimal solutions, it must pro-
stalled oblects and equipment includig thor dumnsmions. io mention side a great degree of flexibility and user-friendineiss wich is a ba-
only a few parameters. For example, a stone drift may contaim explo- sic precondition for the tool to be accepted by the planning pecple
sun bairriers. a monomracils, a mariway. ramps, conduits sod a Furthermore. it must be able to represent conplex objects, to perform
band conveyor as equipmsent. Fially, a large variety of typs of ex. inferences with the rules stored in its knowledge base. and must pro-
ploston-pret lightis available wich can be equipped with different Mae a graphies interface to simuilate defferent lighting configurations
lamps and unstalled us many different configurations (our or cwo lines so that the plannig people directly ran test their heuristics To faci
etc.). tate the imiplementing and test phase. an explanation toolis required

allowing the access to techicaol documents conceraingithe domain.
II. PLANIN UNERROUD ILUMNATON Fially, it must be pcssible to integrate this planningasystemninto the11. LANNNG NDERROUN ILUMINTIO caniting ensutrnment containing personal comeputer, workstations and

The robem t besoled m bedesnbedas ollws. ~y's a omnpauy'a data bases and software. The arclsitecturcpf BUT and its
ticular mine layout including its dimenisions, installed objects and itefo tonerasfwrestnsishwnuFgre.
equipment. identify the tasks to be perf'ormned, determine which mind To guarantee a maximum amount of flexibility we decided to imple-

ment BUT In Puolog, since logic programming provides bathsa clear
Tis rcsecisr w d out by die Ruhakohle AG. Essen, is supported semantics and a priemiesi ianguagc so that clear, efficient problem

by rio. Eureipeat Quai ud 5tea Comnmunity in die wutext of the fifh solving program can be writtn ithu logo. prugsr-nmng [2[. 131
ergonomics program, 1jj Furthermnio, every piece of knowledge Is recCented eapIlily,
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Fig.2I Planning a stone drift with- 1BUT

Fig. 1.Thc archtecture of BUT
drift containing a rmp. a mil. a band conveyor, explosion barriers
and conduoits is planned.

nothing remains implicit -in fancy data or control struccs',Finlly.
ncia-pogranuning cart be sed for different extensions of logic pro. IV. CONCLUSIONS

gramsprovaiuigning l 11In thi paper we presented a planning systenm called BUT for under-

In order tofll the knowledge base of BUr \%rhave to represcait ground illomination us coal mines To implement BUT, we integrated
complex underground situations and knowledge about lighting. Fust logic proganmir. object oriented progrsanting. algorithimic ap-
we have to interpret the ergonomic guidelines respectig the'particular proa lies and graphs interfaces BUT alples the guidelines oja un-
eeq-sxretofthe situation To implemen them, we apply tec. deeground illoumination in coal mines to constrain the set of possible
niquerdescibed in [6). Scenrd we have to acoquiredi the hesnass of lighting configorations. Furthermore, heiuristics acquired finns plan-
the planning people, It niened out that these hetlstis can easily be ning experts are used to select reasonable lights and lamps and ways
epressed by rules stat deilsrative knowledge which themselves to meant thes in the mine layout.
can be translated into a foirm directly execuitable by a Prolog ater-
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(Fog. li) After an order ha beet pltied Wat the pins ill Imedati oiacisd [Sihesh, 19911 bl. Sobeo. Cqaption lierfeeeui I., t
t

e PROI'O-.L rrr
lathe Cw cslhat. Alseady dAg. the mill argol plarnieg process......ry sdte$ liiplomarNeii e, U.,-111 tjo Satlit tlgt ad IBM .4 tsthlcicd GmbH.thst has been p1l.s..d so for is. be tlithed -fit the -oess. A sIn widow appears Stettlarte jaawr 1591. (ic Germas)
a.d sow sh deas of th heieder tha reetilg ocars it ba .. a...sd.. aite
Iesc "hY I ha bin Placed Into Wbl Politiec lathe pOcw Thus, an opIl...ceka
f&all iy Is seailable fos the platr. trabiaf him tc modify t idd, it wness, 557

eaeaaslitplods;0. car ode dicetly alit a t .5) or ...y plaila 1a. 15



?F§ Vi Scheduling and Re;lannihg Jr product wittn a given tme window. The constraints as well as
....View: 'G.4Mich.ux the goals evolve dynaically according to the current PS conteut

-which is changing and evaluated on run time by the user.
2.2ExecutableEnvirthnent,

Kwitraat4 "3078. Eveb (B) -Pruviding thepamanager with efficient support requires to irte-.. . . grate these diffret facets into one integrate environment. Part of
,uix , ""' "- hefed the PUTUS iiroed was to build one explorative prototype reflect-
For many years, planning id scheduling applicatioiis are the- nld th aPP Mih rot eortiew lect-

-of intensive reseaich anddevelopm t i n research as ing this ap L haux90 hisprototypewascompletelyim-
Well asi~hitifiial Intelligene; in p atice EUREK(A plement in Pro og,It was actually in se in several dye stuff
project PROIOS. We give main conclusions drawn trm our expen- plants. It is a multi-windowing system capable of integrating some

envin this field: Aftera brief description oftheproduction plan- ichedulingskills:
nig and cheduling vr rif e mome outlines of-the -work load and application management the work orders can be'
ntegrted enviroments iwe develope~. n spite of their success in retrieved and selected; aid theirproperties updated aftersome nile
realword FPSen pplcationts, sh tincluding s crig checing-e., the duration of production has to fulfill some default
real wori d PPS aplicatio, ipes but this rle can be overdden if he user
r ithms and graphial facilities were too restrictive. People it, chaige ruconfirms a different option Besides, the order-oriented scheduling"of PPS' ippft~ho s ltpear new requirements, especially with ,lotm a i inhd,"

'o-Pipttok leP a nthmscantlielaunched;
respect to replaraungan reasoninissues.The'so-calleddes ij g
five viewweprnopet6 apprach ese-eqluirements iso the stiop floor model' the poduction routes are displayed; with high-
in the irst past o thisp General conclusions deal wieth se lighting features in order to draw user's attention on the selected
*nhe stfprtotswi thefraewcorkso PePS appliation. - resources'or on the conflicts. Besides, these routes may be interac-
fulness of prototypes within the f ramework t ot applcatons, ively created or updated at nim hme; e a1. -Introduction, - plan control: its first purpose is to allow the user making a visual

eati In teid e ofeprd uc n l en t rown ue evaluatioi of the current plan. The allocations -for p. uction or
memns developments, have i'en achieved i oer to )ot.i maintenance- can be seen through different filters built interactive-
owledge'basid systemsrelated to PtS aplications ios! ss, ly at run time. Plan control enables to simulate the planning activi-

4 ~ ~ ftepa these 'can slc ihrwr res'AIESM 9% PROT09 M PROlOS "]. These sys ems,alm at come ties~of the plan managers'teem a eet~ihrwr res
W i Tproduction steps or allocations. Scheduling actions can be applied

menting the functionalities and scope offered by existing o these selected items in order to modify theexistingschedueg.
systems. These deal with long term planning and manage ifrms-
hon such as sales orders;work ordemrbills of materials, as well as through the simple shift of Gant i charts or by decreasing the nor
Inventory status These systems however present maior, tes i st duration of producton.Th conflicts are notified ins anesog

_inentoy atus.y environments and not well adapte d survey: p rovid e
ly changing conditions of the busy real world life. Furthermore, the r plann ..
actual capacity of theplants is not taken into account.There is defi- view of tie plans. u he pln aners ithe neationl
nitely a ap between cassical MRPII systems and the daily practice Many others facets could have been added, such as the integration
of the pai managers.This paper alms at presenting result of the of shop floor trackig or yet thepeneration of diagooss reports.
experience we acquired in practical a The existing Prototype however definitely allowed the experts to

shop scheduling, discrete parts manufacturing as well as of scien- simulate the ictivities theyperformed in their daily planning tasks
if experimentslannng. Commeil cntracts'and the EUREKA As the felt ver comforts le with this tool, tins develoment en-
project PROTOS endus to propose methndolor cal viewson ibled to. face the well known knowledge acquisition botteneck

Ite concerned scheduling problems as well as to build executable IPrersu 71,
models [Mlichaux 901 Milir conclusions of these developments first 3. Replanning Issue
relate to the scheduling process, Ie.ehow the resources of shop 3.1 H1erarchical PPS View
floors are allocated to pr6duction steps-We then mention the en- Planning generally deals with the sequence of tasks leading to the
Iagement of this view -such as proposed in the second phase of achievement oforders while scheduling relates to time assignments
PROTO5.and show how reasoning and replanning issues could be to such tasks. Actually, the distinction betweenboth concepts is
integrated. General conclusions emphasize the development of prnctically rather fuzzy Moreover, plan mangers ire concersrd by
ProFog based explorative prototypes as a'powerful mean to work both re-planning and re-schedulin& activities. 7aking into account,
out the many facets of complex applications sueh as PPS ones, new orders or yet events occurring in the resources park obviously
2. Scheduling Issue involves to re-schedule sorre parts of the existingp an., Adequacy
2.1 Problem overview of solutions brought by schedulng algorithms may be ueshon d
The PROTOS problem we refer to In this paper concerns the ached- here. Even with ynamlcal priorities, introduced to sele the most
uling of a few dozen work orders which miht be achieved accord- 'critical' schedulin operation [Kengul, these algorithms just ger-
ng to one production'routine selected from a set of routines, form a rough and simple management of scheduling actions these

themselves composed of I to 20 steps. The application deals with a always attach time frames to resources Moreover they must st-.Il be
multi-purpose apparatus environment. There exists no commercial applied to a predefined set of work orders.'Qualitavely, the plan
shell to manage or support the following activities win h are per- mana eroore the, hake Judgement first on the :chedulina
formed in many PPS areas, even within the restricted framsework of assessments on theorenr ,panRather than focusing on the

on e s i a alhw floor k chances for particular scheduling actions tb succeed (or fail), theyorder acep ance: all the work orders must not be necessarily' use a mixed reasoning. At the same time, they consider the cnticalplanned. Because of the numerous factors cndtioningproduction steps and also estate the opportuty to plan which
vities, the plan managers have the responsibilty to select which orders could b scheduled partially, completely or iot at al They

orders they want to schedule. They can also suggest modifications cmore fscheble paring conptons or notat oTh
of these orders; cla plwth pa ev n ' nstrucn wh i tolerate otb
- Industrial engineering; ie organizational constraints according to e iactually o n n consitn u eca scheduling rob-
which the resources are involved In the production reanpes cannot o i u h the ogis-

production recp canjl tic dprmn s n the pla manewo copeat inorertbe considered as static information They might be regularly upa den e the sele more th ju te st order tointo tac mcoun tfteul Moue than justosvlweseuhn
ed to take into account the ontinuoul evolng techra ues problem at the level of individual plants, the pianning and schedu-
production as well as exceptional oppoiuuies or impossi ilities mg process contiuously evolves according to an hierarchtra dec-
lo use particular resources. Support is needed to ensure the conis- sion schema. Such as propoed In PROTS PROTOS 9', 'giobol
tency of the knowledge base Implementing the organizational con- rlaing' would cope with the information normally managed by
strain s; I te t Ie a m!g I th - a
- scheduling. classical operations research techniques failed to find capadr y R. e psants w edisnbuted she culirn* would spean
solutions for real world applications because the combinatonal ex- th, for th fepnt prduchto d ld, the work o d in-
plosion phenomena is tremendous In these pilcations. Order-ort- pufo te dif e duling" a lis the s e .t h i
ented algorithms perform breadth-first searc n the decisional tree g. hlocal scheduline a ivity of these plants.corresponding to the successive selections of ap oDescriptive View
coepondng the rsuessive ltinds propriat s Mastering this l6cal scheduling -and pianrang- activity asks for be-
productin steps, resources and time windows IPROTOS 901 As tig able to asses a fewgerastemnsothP1Spbl.
many scheduling algorithms, they however rely on semi-empical Tnae ess hneral staements on the PS problem.henisawinch refer to some local property ofth FPS pro"lm Thiese statements should help in focusing on the targetedga by
-decsion-mahin beyond the order acceptanco the plan managers restctg the number of possible tasks and constraints to be con-
mdeyalonmacidg-tbeyod aditenl o strde s , thl sidered atfthe most detailed level. Managng such statements, with-
may also decide to add additional onstrains, whatever the rea- out hampering the solving process at thsIevel, is the concern o1
sons therefore- internal or external to their shop floor For example
they may want to imposea given production route for one particu- planmngtechmques These need descriptorsti qualify the state of
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theconernd~pp~caton'n'~aI.w~idP1 sppications, the 4.-Condiiin.
worng basis whichthe pan mnagr asses her. deMin Scetepocion plinnng andl sce ling p-cs s cornplexc
doesno a lways take int acon all'confttraints-i uilding-a In l'ncue oni~tn odsosudb dranfo
pln thIlnmaaesma eywel focus on the esvatio of the L appicain we enonerd1 W want her to poitOutw

apparatus forsoeseaicoeaions..On the oppomite,'for other in~o o. .zmini the sfulns of exIns ts t ing5 aopratoth e mih hc he aviai ii of reouce onl at be rovedi n the fied of Ariica Intlie. Idynamicaiin
thiatmnt n vei Allow temrary conflcts. Sudh a case or- texts sucha encountered in lar!e busines companies, we agIn

curred wills some widel] peromdoprto the planp angers- ??nirme that explorative.anf qckl; prototyping are efl n-frs asmethywil lay lna otgon.ntepatclapi nie to catr -n vnto ae,,t~i~domal kinowledge. Ii
eatouwel~ hl~ enoutre de'olrnoregnrat distinuie n. mus be stesjhtPoo . Iucpgrm ing lnugeIn-

stilyraable, i;.ves soft osint fm bani cosrans dluding an inference engine and delininta ridesyntax, cnplay a
Fulfillingithelate shudb atmt y ovdb th sytm major cole in scodsintextil indeed prov idet one uni car-
the soft ones could be ignore but taken later into acut innn us, a high level,,conaetualY scund, readal an xctable
teractiveprocesabetweeihusrnthss e Teserwud spcfiaion of the prob em;.Finally formany yetarnscheduling

begided thrugh dial-g in searching solutions fo h otci- has received a lot'orttention from oeain eerh -oeestr .s onbaio hi valuation of the cuerent contt frhsop because ofthe NP-haranlnature of the real woru problcni- ltin; ,e,n
flooras well as suggestions made bytie steri ecseuIn sc. though achieving perforasant algoiithmns still remain an intensive.

,sr hd cnb plied tosolve aconflict dependn tec chrc- research field,- the major concern of p lan manier appeams more
trsties of these conflicts. It is the rps of the descriptors bth and mnore as being able to reason on their daily sc. edu igpractice
to aduieve such characterization anpdt fitter the appropriate sched- The experts now expect tools capable of guiding them in te way to
uling actions. Integrated into a hierarchical Planning framework, slepecific P'PS problems through interactive dialogs with the
'such deszriptora would enable to avoid des Ing directly with the system.
innumerous detailed sllocations of the PP'S woild but well to rea. --

son on some descriptions of the schedule or of conflicts. This is the -Ref eiess,-
-reason why tis aproach is called 'descriptive view'. - AIESM 89] prc. of the 1st International Conference on 'Artificial
The flgueshown belowpresentsa Very sili PPS'cas where inelen i Evrvtm nMntcumi 20-21
one on=e 02. has to be scheduled on one of two possible appara-.- -March 1990, Lndon, U
tus, MI or M2; in a context whe re i~~tp ork ce= 1 0 tI~eng8 lneato-Sensitive Planning Svsternfrm hS
sod 01, are already schedule nii r l shedul thsone oe ceuliln" ,X Yurig.. ang n . osi 88
is forced to create conflicts with exsigallocations fo availaible machines. exstng.th IMI 90a] Midiux. C.- -136velopperment d' estvironnernents

-~ ~ 0 i ntirsd'alde At Is olanificalson basti Sur Prole , 14 1t1e inillsa.
112- Itiorn Indistrioles du luagni n. ppA P i9 AFCET, Paris, Avill 90t.

M2 - 1 Mlhauix 90bjichaux G, de Veger I, Slithor L, 'ijdin a
Ml 00' scheduling svstem with Pro]u bae tl S t Syst rixIa prse cr plcat~ons -Conerence elle 'WiAnd-

Avignon -31 mal1990 fioge Chmr t-Parae'(I lO f (Oe 01fflilj "Expert Systems and IntelliffnilManufacturinf.,Procof-

change maschine I, the 2d tn.Csto ,if n tfhe eadnnGtidgen .uctionPossible Tasks: Ma.e allocat ion I Planning'and control.M.D Olif REdI.. rt Holland, 198'redcuce amounf' (PrerauSo _ rro SKoldeAquisition in the Develop-
ven lorscna$imp ep0 c m~w g ocneau e lncomu r4cnan t a Large Expert System, At Magazine, 4352, Summergive rise'10 numeros solvng at . Sceduling actions could 1987,

moiythe exIstn allcaion - and aliow to Insert the new order IPROTS 8 PROTOS -First PROmOS * Ii1-1. A llah .V Il ths ceungc'nsmywlInruc Crenera 0 Herzo' Ed. Sandoz AG, Abit. - ethoden&
new conflicts: for example, moving th order I -using name ma- Modelte, PesifachCri402Basel- Decembr 1988 -
cINe as order 2 - could violate a precedence constraint on the or. PROTOSp 90ies PEUREKA Project l'ROTOS , H-1-. Appert-
dris and 1. 1fercl pIsng techniques have been proved to Al.Cees-0Herzog Ed,fIBM Detschland (mbH - Wis-

constitute the bosinto guid the reasorng of planning experiments oenschahtliches Zenirom - Institut fisr Wissenbaset Systeme
ton the field ofmroleculargenetirs [Stet 81The descriptive view we - -Pestfach 800880 - D 7000Stutgr 80 - April 9 1990
propose aims at organizing the knowledge acordin~ to a hierar- ISletik *8a] Stefik M. *Planning it Consfrainis (MOLCEWI
chisks reprentation enabi to reason on the posi e scheduling PS art 1, in Arfiiclitlinc 6l1101

tssiorer to solve weif specified PP'S problems. W in~ to lefl88b] ibid. Part 2Zpp. 140-169,1981
achieve one goal -here, to remove one overlapping conflict-might
ask foro cdring a lu-ge nber of allocations( (1S word). ithis
number Is however already limited through the recipes (so flor
mode) Introducing the descriptive layer dramatically reuce the
posible oseduling actions according to which this goal could be
acheved, ouch arti ustraled 0n the next figure.-

OverlaD - - euceaount . ml

4 io-overlapt < - u overlap

chagessach.,.... lUrge
Imust bie cmptasized that the evaluation at some descritor t c

curinglnaaoviogproes forexml th Iprace .1 ano"averT.
laping conflict - small vs. forge. ml the trossted to the sri
10t of detailed features indeed determine the funcioning of the-

* physical resources;and sometimes may ramatically inlfluence Ithe I MPI Man 'itinn esom taln
decisions taken by the plan managers. Oe should consider that all 7. Parters ot the EUREtnJ PROj CrlEU Sl61'RCYIS - Prob Touts for
production requirements might not necessarily be known by the Builditng Iset systms were 8 (Stuml ~fltZ~rich( l~sid),
system for exampe nemdaepsu: ih be tCnlre IM etsad G (erany) Sandoz AG (Switzerland), Union
into another prouction ente" where other resources ame avail- Bank of Switzedrlan (SwllcertandV Univerat Dortmund (GeC ayc
able- but juch a transfer depends on several specific circumstances Univentt Oldenburg (Germany). Since tat Apnil 1991, PROTOSenrd
quanttynature of the product. The gust sto support dialogs be- Into Its second Fhase, more oniented to PP'S aipplicaitIons and with B11M,

Ienthe user and the systemn wid to uIteae Ihesligpo IBM Deuishlanid. Sandoz Unsvessitoortmund, Uiaviesitli Otdenir
reanmjudgements the user might dee]' con time. and HOEClHtS as partners.
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The Fisher Bypothemis and theertsaty -ite that gouerns the adecisos of market sgrnta in

The Fisher- Bljpothesis bas been the sebject of thscceti emamti ofxptduily

exesv eP..I o ial yses since it A',c. A N.f.-. so

sosunesthat nominal interes: rates are related to khexe v As the utility function of a representative
anticipated price changes, leaeicg the real interest iniiul dAsuse cnly oe future time period (I
rate cousoct. in other u4rds, the nming. interfot vesus present), and tie alternative states A and B;
rate con be expressed as the oom of two components: the -maiization of expiected utility unger a ziven

bodiet constraint yields the folicuieg equilibriumR -r -a (1) conditio".:
where a is the nominal interest rate ris the real
interest rate, and a is anticipated -iflaiiion. ]A I
classical tests of-the b,'poihesis replace .osastsrle A
anticipated inflation in equation (1) with iaueighted !0 1 A
leg distribution of past price increases, (1i pel
P _i), where the wi are the distributed lUS weightz. ;av(c Weld 3veccOle11)R Te Fisher hypothesis, as a statistically -testable 'A 3c 5proposition, takes the folI0Wrs.fV=or: A S 0  B c

R-u-3v t ;c (2) aecCB
there c- is a random error tern.

£ustion (2) is . dynasic it mysi response
! quatios. For parameter estimatio, the let structure
is truncated, sad the folloing equation is i
coosidered:- -

w.ith J06i< - sod Xt is the rate of change in the 3v( oCIA) ae(c ,c1ld
Price level. One important cootern about equation (3) 'A _c o -

5
3S0

is the fatt that this form precludes the exstence of IlOcB
* feedback between interest rates and prices. -Gr7 IS

* A second aspect of the hypothesis that deserves lB1
further attention is theoretical is nature. The
theoretical form of the Fisher hypothesis Coo he where OAand 01 are real future prices associated
derived from-a simple cheite-theoretic model. Market with alternatives A aod B respectively, while rA and
participants most select between present and future Baaersyre ae oratraie p.Sconbumption claims in as intertemporal model. The I~aerb elrts fo lentvsAadB
details of this approach are present ed by Equations (4.) and (5) imply that real interest rates
llirshleifer.

4  
This model is not. distussed is this are, inb aworld of uncertainty, also functions of the

ahort version of the paper, hobt a longer version is probabilities assigned to future events aod the macbet
.v!ailable from the authers by request. We proceed is participants' utility functions. The importance of
thi . paper tooa direct extension of the fraaevork. this result, with respect to the Fisher hypothesis, is

If we reconsider the sybiect within the the followsing.
theoretical fraeuwok of Debre and ilirshlelfir

4
, Wie cas, more realistically, wite nA(A), TB(A),

market agents most cnsider the possible states of the
world upon whi ch the receipt of future consumption . ., (A) whbere A is a general sot of inforoation

claims depend. Let C 
1  

'1. be1 sto that is utilized by a rtpreoentstive market agent is
alteativ cosmto clim for fu e imet rof the current period to assess the possible states of

altrnaivecosumti n cI is fo fut re ireperod th: usrid.o This form implies that the probabilities
I and *allal.. the respective subjective assigned tofuture events ace booed on all currently
probabilities assigned to the alternative claim at vial nomto. Th noprto fasctimeI. Tis ~y b ~ to Nsignal can affect the subjective probabilities of atith e Ths a easily bzgeneralized toNperiods representative agent and hence, through equations C(4)wih he$aeset of i.spettive probabilities, and (5), the resl interest rate. It is clear that theassuming the independeece of the assigned coal interest rate may be subject to change, even overprobabilities with respect to time. The behavioral a short ti me period, given this contest ar-I a andern
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*c~mmY_"izbwelldevlo~e -a edi massclti-.ll Mltiple Time Series Models

effsaiezg markets. -I-- is trident, that the fisher Fusti'eariate models arc used to s-eyresent too
hypot-Wesi5 is uzlucitly restricted to the ctilistico more nutsrit tockannic processes. tI~ eneal
of informatico concerning Oly the future depreciation frmftendlcoh oitna olw
of the smoetasy unit in . money econmy.

Thus the information set implied by equation (3) L c(6)

is A, - (X16ere (Iis the st of present -4 past
inflation rates. Ihe i-formations sWV soggested- by #W8 1 a- -are . r (7)
asatims () 4.4(5) is ACm w)here Iis he 0( b-- - . -O0~ a8
information sobsct that sscluots other types of (3))
isforation (excluding ifolation) in the assessatot of In the Above forulatioa f(S) sod O(S) are bobfuture states of the wmeld. I rices of astoregressise sod noving snerage

Furthermore, these two sprozches yield two operators respectively. 3oth 400) sod 038) are matrix
different statistical hypotheses that s he tested. polynomials in the hackward shift operator (a) of
1-1c Fisher hypothesis implies equation (3) as a derePsdQepetoy. Teeto *otio

st~tisitlly tetabe sctr-atoegressive- n the variables to he included in the softivariate
7ecto-ARlltA form. The disturbance term is s- stochastic analysis. 

6  
Fisally, ; is a vector ofiadependent identically distributed white nos random, independent, identicilly sor~tlly distributed

process which is assomed- to he uncorrelated with both shocks-with mean zero and covariance msatris. I.
the eaplanatory aod dependent variables.

The statistical form iaplied by equations (4) and Paramter fstimatjoo in the moltinariate Mohdel
(5) is more subtle sod requires additional

explnaton.Amyocw, informaticon I- where I. isa
elmet f etitalters the overall in' to t li e initially estimated a sultiuaiate moelisithalamot ofset , isornonon he nminal interest rate sod inflation rata~ asatrcuce, A. Consequently the probailities 'A' S' variables for the 1959-1983 period. A total of 292

s , are altered sic the are functions of.A. soothly observatios were used. The data for interest
I chasg in thtrbblte hnes thofa pr=c rates are 90-day monthly treasury-bill yields from theofftrc czosumytion clamsims s fpeet Federal Reserve Solletis. The inflation rate series

consumption claims, aod therifore, the real interest .-a constructed by taking the first-differenceof the
rate changes throasi equations (4) sod (5). Real- hond natural logarithm of the consumer price-index (21).
prices (inversely related to interest rates) will teod - The identification and estimation states ssggested
to incecase since honds are assets that givs claim on the following model
future cnsumoptio. if the situation is charatterized 6 - 1 2-
by norsol capacity utilization, efficient processing (1-* 6 a AIt -(1 -0 1B -Oj_ )at (9)
of iiforotioa, contisuous-past iocreases in the price as the most adequate and parsimonious model son the
level, and a tuv-asset (bood-coonodity) narket; any basis of diagnostic checking. The 2u1 sector,
n"v infoirtico, a., thet increases the presiom as cnan h tasomd ifate n oi
present cosss.nPtiom versus the futuie cocntissh tasfrpd inltinanomsn

soud lnortscllybas a osiiveeff co'sthe on interest rate sereis, and ; is a, 2 a I vector ofwouldtep ialy and a pega tive effect en the rel oro ndr independently distributed random shochs. The
bonds. This vould exert dowonward pressure sthral parameters are contained in the Ws natrites * 6- 011

intres rae, Conerslyth inreae n the andal The residual diagnostic checking confirms
prenis to present consumption claims lI that th model is adequate; that is, the modelcuren (ral agreatedeand tus increase transforms all the sample cross-correlation matricescuren (ral agreatedeand tusputting upw~ard into re-liations of wshite noise processes.pressure on the price level and 

0
fuelin&-upr the -Th gerang ecnisfo tedta reoe

isfltinaryproessif the increase in real output easily seen using the following explicit form:
cannot totally absorb the increase in current
aggregate demnd. Accordingly, or,. information Xi (1-.216136)X, - (1-.73.i t 00B2t()incorporated in the set A my smultanously lead to BaO*

0
2ti)

so increase in both the inflation and real interest (1-.176B 6 mrates. The observable oinal interest-rate will then t(11)
increase due to the increase in real rate. .. (5.1748 - 3.53B 

2
)a t'(1.4128) a2The real causal fattor in this scenario is theIt2

incorporation of ne,. information is a representative In equations (10) and (11) Rtis the first difference
individual's information set, A. The I- are usually of the logarithm of nominal interest rates, Xt is the
incorporated in the disturbance term Isince these first difference of the logarithm of the inflation
factors are usually noquantifiablo. The implication rt,4 steinvto rvn h nlto
is clear. Any regression of nominal interest rates n rtsa onhe noaindrvgteifain
the inflation rate will he affected by the correlation rate, a5 &2t is the innovation driving nominalinterest rates.of both variables with the disturbance term. This The model is dominated by the moving average
renders efficient estimation impossible. If the terms. The inflation rate series is driven by the
adjustment of both the commdity sod bend markets to innovations or the interest rate with a short iag, and
ntiw information is rapid, under the assumption of the interest rate is driven by lagged innovations of
efficient marhets; inflation aid the nominal interest the inflation rate. The series sowo. strong seasonal
rate will he observed contemporaneously (or rearly asoorelation. The distributed l*g of the actoal
tontenporaneosly if there is a slight adjustment lag) ifaton aede ntbn sgiiat feto
correlated wigh the disturbance term. ifainrt osnthv infcn feto

The remaining issoe is the following. Can this the current nominal interest rate, suggesting that the
theoret ical rpotinh stttill vrfed information relating to past inflation rate cbanges

the covetoliecon ec aproachlusing riiede my not have a very signficant role in the overallCO etioal conmetic pprochusig *redced information set A. The overall results are stronglyform or a simultaneous equation nodel, can be suggestive of the alternative hypothesis pat forward
ineffective given the- prnbleas of correctly modeling in the previous Section since it is the inflation rate
the information set A and specifying the correct a innovations tbat explain nominal Interest rate rather
priori restrictisons. There are, bourner, techniques than the inflAti on rates itself.
that are designed for estimating parameters in To extend the analysis, then multivariate modal uss
anoItipI* equations given time series data, co-estimted after including a money supply vector.

1758



TABLE lI !

The isclusiom of the mosey supply is suggested by the 1
following reasoning. The observed correlations Eatimatiem of the Extended Mltivariate Model
hetween the inflation and interest rate isnovation
my, to a certain extent, be explained by the joint Series I: Actual Inflation Rate
correlations of both series. with the money vector. Series 2: Nominal Interest Rates
The money supply series is the real monthly MIA Series 3: Real Money Supply (11P)
series, transformed into a stationary form by the Method of Estimation: Conditional Likelihood
o shequect operatlons of a logarithmic transformation,
first differencing, and seasonal differescing. The
ft-eteasted mltivariate model with-a three-element 6

avector suggested the folloving form: 6
* - (I - algl - 0

2
) (S-0 1l2) t (12) -0.414 0.001 -0.004

6861 12 . (0.058) (0.001) (0.007)1

The paraeters is eqoatiom (12) ere estimted -1.716 -0.058 -0.019
using the conditional likelihood method. The 6(.148) (0.054) (0.445)

estimated coefficients are presented in Table 1. 5)
Equation (12) indicates that there is a relatively 0.000 0.015 0.249
stroog correlation beterson the money supply and (0.082) (0.004) (0.054)
nominal interest rates. In fact, this correlation is L0
mich stronger than 'that betoeen the interest and
inflation rates. In general, all three series are 01driven by the innovation terms, but the lag structure -
is complex because of the multiplicative seasonal 0.614 -0.006 -0.018
polynomial. The innovation lag structore is (0.060) (0.002) (0.016)
simplified by eliminating those parameters that are
not significantly different from zero, but still the -6.780 -0.359 -2.572]
structure is complex. " (1.658) (0.061) (0547)

This analysis indicates that the information set A
also responds to money supply movements. The 0.044 0.005 -0.309
correlations among the innovations of the different (0.109) (0.005) (0.050)
series suggest that unsystematic information Li is
simultaneonsly utilized in the bood, money, and
commodity markets; and this information xay he 02
relevant in the determination of short-run decisions
in all three markets. Money supply announcements seem 0.081 -0.004 -0.01T I
to he a major factor is detersining the short-rn (0.059) (0.002) (0.016)I
variations of nominal interest rates.

-0.062 -0.002 -1.933Conclusions ](1.738) (0.063) (0.481)]

An alternative approach hsed on the previous sork 0.054 0.023 -0.219of Debreu and Hirshleifer is proposed for the analysis I(0.11) .0) (0.05 )of nominal interest rates. The essential point of the

analysis is the importance Of new signals as a basis
for decision making in an ncertain world. The 

0
12

analysis suggests that the Fisher hypothesis alone can
be a too restrictive approach in explaining the -0.148 0.006 -0.024
behavior of nominal interest rates over time. The (0.064) (0.002) (0.021)
-nsystematic information that changes the subjoctive
probabilities assigned to the posible-future states -0.590 -0.034 0.319
of the world can be at least as important as the (1.867) (0.065) (0.610)
information in the vector of past inflation rates.
This suggests the possibility of an unstable real 0.287 0.002 0.715
interest rate, even in the short-run. The test of (0.134) (0.005) (0.046)
this proposition versus the Fisher hypothesis,
however, poses difficult problem. Part of these
problems can be overcome by using recently developed References
multivariate stochastic analysis techniques. The
application of these techniques to a monthly data set (1) lebreu, C., Theory of Value (New York: John
gaoe empirical results supporting this hypothesis. Wiley and Sons, 1959).
The results canno. be interpreted as conclusive given
the subjective criteria involved in the testing (2) Fisher I., The Purchasing Power of Honey (Naw
procedure, but they are strongly suggestive of a York: Macmillan, 1923).
mechanism sore complex than the one implied by the
Fisher hypothesis. This follows from the importance (3) Fisher, I., The Theory of Interest (les York:
of information other than the actual inflation rate in Macmillan Company, 1930).
the determination of nominal interest rates in a world
of uncertainty. (4) lHirshleifer J., investment, Interest and Capital,

(New Jersey: Prentice-Hall Inc., 1970).

(5) Quenoille H.H., Analysis of Multiple Time Series
(Now York: lafner, 1957).

(6) Tian, C.C. and C.E.P. Box, "Modeling Multiple
Time Series with Applications", Journal of the
American Statistical Association, 76, no: 376
(December, 1981), pp. 802-16.
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Dynamic Qljgopofles as Neural Networks industry. Let y)bethe -th firms expectation, of the
J-th firm's output. At time,: when the i-th firm
forms expectatioias about the other, firm's outputs on

by the bass-of its perceived, marginal cost functions,
the following similar equation has to-hold:

Ferene Szidarovszky
Ab.g 1 a-b(x,(t)+ y ) (2)

Multiproduct oligopoly models are inyestigated
under the addittonnal assumptions ihat if the,
difference 'betw -een the present aid pro fit. On the other hand, at time t, outputs of all firms at
maximizIng outputs 'is too small, then no output the previous time t.-.I are known, and they must be
exchange is performed, and if the same difference is consistent with (2). Hence
too large, then only a portion -of the desired output
change is performed by the firms. These binary
variables transform the classical oligopoly 'models a-b(x,(t'1)+X x(t.t)).bxj(t-l) = t] mx(t-l) ('itj). (3)

into special neural networks. The stability of these mr

dynamic systems is analyzed and a least squares
leaming procedure is outlined. By solving these equations for y](t) simple

calculationi shows that the expected profit

- Introduction maximizing output )(t) of firm i can be
expressed as

The theory of oligopoly has been investgated
very intensively by researchers in mathematical xi(t) -g(x(t- 1), 0(t- 1)), i 1,2,...,n. (4)
economy. The existence and uniqueness of the
equilibrium in oligopoly markets were discussed, for This is the reaction function of the i.th firm derived
example. by Szidarovszky and Yakowitz (1977. 1982). on the basis of its perceived marginal cost functions
A survey on the different variants of oligopoly of all other firms which are consistent with the
models and their properties is given in Okuguchi information on all firms' outputs from the

and Szidarovszky (1990). with a comprehensive preceding time period.
literature summary.

In this paper a new version of single-product
oligopolies is introduced, where the mathematical 3 The Modified Model

model can be interpretid as a special neural
network, A solution tx.ihodology is suggested to Assume next that each firm specifies a

discuss the stability of the resulting dynamic posittve number 6i , which has the following
system. We note that a special case of this model was meaning. If the profit maximizing output (4) does
investigated earlier by Szidarovszky and Okuguchi not differ from the output Xit- 1) of the preceding

(1988). time period more than Si, then firm I does not
2 The Mathematicsl Model change its output. It is also assumed,' that each firm

specifics another positive constant At>S;. which is
Let n denote the number of firms without the maximal allowed change in its output during a

product differentlation in an oligopoly. Let single time period. The first assumption can be

p . a -bQ( a>0, b>0) be the market demand function, interpreted as very small changes are not made,

where Q Z01 is the sum of all firm's output, x1  since the costs of changing the output at all are

Is the i.th firm's output and p is the common market higher than the loss by selecting suboptimal

price of the goods produced by the firms. We assume outputs. The second assumption means that the

that the market demand function is completely changes in the output during a single time period
are bounded. Based on these additional assumptions

known to all firms. but that they do not have the following dynamic process is obtained;
complete information on the other firms marginal
cost functions. They are therefore obliged to
perceive other firms' marginal cost functions Let xt(0),X~f0l.....Xsf0l denote the initial

which are consistent with the past information on outputs of the firms. For tZ 1. define
the firm's outputs, Let the J.th firm's marginal cost
perceived by the 1-th firm be linar and given by Xi(t)gi(x(t- l),.Q (t-I)). Then the output of the I-

+ji i ,J- l nwhr and firm at time period :s given as

are both nonnegative constants. Assuming that the i(t-) if n0t-l).4(t) 5.(t-I)*
I-th firm thinks that at any period the J-th firm 40 Udler tl).k S40<0-0)4
selects its profit maximizing output, which is . t(t 'ideC;(t).i ),i
assumed to be Interior, the marginal revenue and 40(t) cc * )

marginal cost arc equal: ,(t.I)-'% d 4(tc)<u(tl)-&

a • b (xj + Q)- bxj - 4 + x(isj), (I) s,(l)*t.. if

where Qj toktixk Is the output of the rest of the (5)
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The global asymptotic stability of tbis Sidarovsky. P. and K OksguclrL(198) Pecelvecd&Idynamic system, can be discussed in a- similar Maroinal Cosii in n Oliennoly Model Papermanner as it is documented in Liu and Szidarovszky resetd at the 3rd Congress of the European
(1991). and by using the .theory- of- perturbed Economic Association. Bologna. Aug. 27-29. 1988.
contractions (Szidarovszky, arid Yakowitz. -1978). zarvkyF.ndSYkoi'(97 ANePof

This model can be easily accompanied with a of the Existence and Uniqneness of the Cournt
special learning process -on the unknown Eqiiru.Rtr en leview- Vol' 18. pp.

parameters ciand rasi Assume first that at each time 187-789.
period t, each fimsn -measures the outputs of all other Snidneovszhy. P. ad S. 7fwtu(1978)
firms at all preceding time periods. Then from Pntles -an pieeariofNrmrts
equation (3) .each firm has the time series Ara~ss Plenum Press. New York/London.

V)(tr)-C1+r)Xf~-r)forr IZ t.,fom hichthe Szidarovszky. P. and S. Yakowitz,(19S2)
values of ctand nY, can be obtained, for example, by Contributions so Cousnot oligopoly Tbry.

using a least squares method. Since as each riew . of ca.Iho . Vol. 28.'pis. 51-70.

time period a new value 'Vsft)-ci+* t(t) is
computed from equation (3), the parameter values
can be updated, and these updated values can be used
in forming the new expectations. If the individul
outputs can nos be measured. oolj the

Oi (t- r) values, r t , I then the folWing
procedure can be proposed. By using equation (3)
and the definition of QQt) an overdetermised
nonlinesr equation system is obtained:

Zt. xj(t.r) - Q(t-r), r - 1,2,.t. 6

The solution of this overdetermined system
can be obtained by. for example, a nsslinear least
squa~res method.

4.Cochi.%Ioat

The above dynamic model is a typical example
for a neural netwoth. The two mnajor featuies of this
model are the adaptive Iearsinj procedure and the
presence of the binary variables determining
which case is to be used In obtaining the new values
of X (t) is relai on (5).

The dynamic system discussed in this paper is
a generalized version of earlier works in oligopoly
theory.
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THE POSSIBILITY OF 0 1 UrPLUCrUATIONS IN DUOPOLY MODELS
PROFESSOR CARL CHIARELUA from0 which

UNIVERSITY OF TECHNOLOGY,. SYDNEY 14- 1 -(4

where g, is a downward sloigreaction fundion- hich is
1. lodxxucion diplyd ,Figure 2. Smmilarly from the profit roasimising

=odtinof finn 2.wv~e find Ot:t
The ierature ohn the stability of the .Cournoiissde in both
discrete and cointinuous time, is o~fti ihs wcnri 2 rte a-qx) i 6
dynsamics. See eg. Olosgudt and Szidarovsky (1990). In recent ixiFI-(7
years the advances In thequalitativieor- lieerta

equations ~ ~ tci ande th hor f gnini
Arnold (1978) and Gucisenheimer and HobTioesio ucto mas lutatdi-FgreZ'easm
conuderation'ol thedynami behaviour -of the Cuntmdl ta ihfn *st;tedsrdIilo uptwt aw

when the eu m sist catt runstable. The kysuisI
(1986). In the cited wiirks, quie general Courot oligoo"' models
were considered and some quite general qulttve restts a bout i2k fg, (x.1- x4 (9b)
the d 'ari behaviour were obtained. wohere the k, (>O) (I - 1,21 are speed of adjustment parameters

Our aimum isui this paper isrn itre modest.ir We thnide ate duo

tht ututn d tolmtcyl oio.Ordicsln ee output adaptively. Thus. for fir I we would write:

cylemoio I doplyosdes o onaiedInCharll (X9).1si (t) - 1 easiv1a sis) ds, (9)
2. Some Possible Nosneaoir Mechainisms T, 0

To obtain sustined outpiut fluctuations In ducipoly esodels we wilt where Ts > mayhe interpeed as a time lag In the formation of
nrd to istroduce time lags arnd neonlinearities into Ci stndr espectations Eqution (9) my be expressed in differential form
formula. Ti-e fags cans be Introduced ans Chapter 7 of Okugucht, .I
(1976) where firm; adjust their output to desired output wilth a lag X, . (s2 - san1/Tr, (10)
and use an adaptire expectaioms scheme to form their espetion
of the other firms output. A "ane of imonlmarfin is Poi The dynamics of the econonmy are then governed by the four-
and lneluder- (a) Introducing cubic and higher order terms tnto dimensions) differenial systeni;
the cost funetori and/or, Intrd ucin uadratic and higher order -l~Ir(e 51 5*l~r 1 (~~ 51 1.
forms' Isis the, demsand, fucton lb) Introducing constraints on s J ii- rI Xn xl
output edfustmenl. Suppote for enanmple that x, to the desired i
output of finn and that the firm adjusts to the desired levl with 44-+N41 i 1 5iP - .1.(nx - n/" (Ilb)

algacrding it X.-I x),s3 Vs> Howevr,It may be
tfoly for the to ;mI ahe large output changes. tdeed output 4. A lj-oth ya

chned ao" o below certain evels my be Imosibe Thisli f h enmc
effec hould be capured by sumnaretinhp e 5ad The equilibrium point of the differential systein (11) is given by.

hf.7t -, T *g(7t), T, .gi (71), (12a)

- -. / Ti).T, Ts~r(12b)

The locl stabiliT' Froperties of the model are determined from the
jambn o th If renialsystem (2), which Is given by.

Fizure~ I _IUM 0 S(3
(c) An alternative wayto capture the effectin (b) would be to T, Ti
include an * 'ter n te tficin g ,(,k ,+d .1J

(C1>10as( 4 0~ O. sT- 7

3. Smrletat trucureTo get a feeling for bow the four dimensionsl system is behaving.
In order to perform anis nitial analysis, letes assume a nionlinearity consider the special case in which both firms are perfectly identical
of the type (a) &bow%~ Suppose demand is given by so othat

p . a -b (x, + x) (leO) (1) XA - X2- X9gis&2 1g9 (14)

aid he ostfuntio fo fim Iis ive byThen wc. neced only cv~nslder the two dimensionsl system

q~) q,+ d42 + , 43, (0e,2 ,eAc~) (2) i lkg~e)-x1 and ~*4 nI',(15)

The profit function fur finn I Ic: which has the simpler Jacoblan matrix

11(x. x1.k- br x,+ x1()j , Ci) 3)-k kg]16

j where x? is firmnV$expecaon of firm 2'soutput. [16)
The profit m)asimlan condition - We see thst

(2b +di) .4 (a c) b ie. (4) .L k(I -g,) >0, and trU) (k + ..) (17)
TT
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Ssheqllbinssstable foe al1TzO. Flerice. noutu (28)-+~

identicaL in tids retmnar study. we do rio conide the3
stability propertiesseiethe two firms are allowed to differ. To hae' r> 0Owe wouldeqwee,

5. HwiOrOderita tinami k <-nmg. (29)

Now let's introduce the higher order lag structue: The conditions (29) Poses anrtpee lmiton the speed adpistmnent

tOf Output to desired output. Difr ngn (25 with respect to T

, e- w xs) if"(sn ds. (18) andsoT i reveas that -

IT Tw ax (30)

The~~Tus espectaeaotis theoremis Ineig (18)h e andh ss 0 aesps
eopnetuly eduio wsghs ive ttoo Tissditn isa ay Holme (193)w can assent the existence ofauotyd io~ n
of aptnogapposiisaetybsC~itini~u ti~, he-la9~d the nnighbourhobod of T . r. 'Since the R(X) ineas asI
expetatonsschtoeincreases through T* the modlel displays the dynamic behsaviour

iustrated in Figure 3.
i (t) i n (0 (t*13 - xt4i (t7).

It can be shown that in the limit T - 0, equation (1t) yields the
standard adaptive expectations schemn

M ot) - x
0
"(t)J

In (19) set

y(l) - e1.±1 Js(s) - x "(s)I dis, (19)

which satisfics Fireure 3

Ty (t) - Is0t -x "t)) - y(t). (20) 6. Conclusion

We then replace (19) with (21) and We hove seen that by Introducing nosisarities into firms' east
funons" and a"Iowing for a sufficiently high order log structuire in

5"t) - isy(t). (21) the formation of expectations, it Is possible for the duopoly model

if we consider she case of Identical rm, we have the three t xitfutaigotu ntefr falntcce
diensional system Further research mould consider the situatios when the two firms-

*-k [g Wi). A (22A) are not identical and ex tend the analysis to oligopoly tmodels.

m ty, (22b) REFERENCES
AI-Nowaihi. A. and Leune, Pl. (1985), -'me Stability of ge Cmino

wo .4(8- few -+Iy(. (22c) OV g oedd: A Romaxss n', Journal of Economic Theory,

The Jacoblart of this differential system 6, Arnold, V. (1978), Ordbwy Diferential Equahons, , MIT Press

Chilarella, C. (1991), 'The Istaily of the Coursol Model', working-k k' 0Paper, School of Finance and Economics, Universty of Technology,
0 0 i (23) Sydney.

Forth, D. (1986), 'Slahibty and Instability iet Olijuly', journal of
Economic Theory, S~ 197-22

Cuckenheimer, 1. and Holmes, P. (1983), 'Nonlineir Oscillations.'me charactenstic equatonijc msikal Sstem and Bifurcatonss oj' Vector Fields-, Sprioger'Verlag
kI X ask(s .1- 0 (24) eVok

T T ' Okuguchi, Yi. (1976), 'Expectations and Stability in O11lygph Modebs.
Note that the product of thse rooits l,,* Lecture Notes in Economics and Mathemnatical System,. Vol. 138,

rnk (e-1) <0. (5 Okugs ' ) KCand Szlarovsky, F. (1990) i Theoary ofol~
w oith Multi-Product Fvrns LetueNoe In Econon-c and

In order to appy H bifuecation theory we reed to establish the Mathematical Sytema. Vol, 343, Sprnger.Veriag.
caiste. o w ou eImagnar roots. X. - 1w. In such a Sead (190), 'he Sa~iy 4y Cosrnol Itevisili Jun o

T T T

le, we would require:

wi2.M~k and wx.*'s (lIg') (27)
T ko

wroat the two expressions for wi, we find the value of T at
w h im Iaginry rotscan occur, viz.
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ONTH LOA STABILITY OF THE COURNOT EQUILIBRIUM j
UNDER PRODUCT DIFFERENTIATION'

KOJI OUGUCHIin vievsof (2), (6-l.and-(6-2), the following five

Department of Economics, cases are possible.

Tokyo Metropolitan University 1 2 1 2 1 2
1--1YkuoMg~o-u TkyJAPAN Case 1.V 2<0' 121"0, 11172'2 12-21

KAZUYAIIE Cse2 .10 1210 1 2 1C
Institute of Social Sciences, Cae2 1<I 2l' 1l22<'12 21'

The University of Tsukuba , . 1 >,2 1>,11 2 1 2

Tsukbashi, -Ibaraki-keni, JAPAN Cae3 1~2~ 521 11'22'1221'

1. INTRODUCTION 
12e4.aI O 2 >1 12

until quite recently, it has be~n~assumed in nest Case 5. .1j, 20

works on the global stability of the Cournot 12' 21)

oligopoly equilibrom that the rates of change of We can easily observe on the basis of the phase

actual outputs are sign-preserving functions of the diagrams that the Cournot equilibrium is globally

divergences between the expected profit-paximiziog stable in Canes 1, 3 and5,btusbl (ade

and actual outputs. An alternative -output adjust- point) in Canes 2 and 4, and that no cycle arises.

mot ysemua b frmlated, where the firms are That there arises no cycle has been observed earlier

assumed to increase, decrease or do nut change their by Forth (1986) for Courtolgpy wihu

actual outputs depending on the signs of the margin- product differentiation.

al profits with respect to their own Outputs. We now consider the alternative adjustment process

In this Paper swe will Show the stability-wise (3b). Taking into account hl,.i and IsI<O, we get

equivalence of the two dynamic output adjustment iiI

systems. We also Introduce an alternative adjust- sin dh, - ago rid 4svjdj), 1-1,2.

meot system where outputs will remain nonnegative,"i iij

and prove the global stabilityunder strict monoto- This shw h tblty-wise equivalence of the two

nicitl' of the marginal revenue functions. adjutmnt systems (30) and (3b).

11. COURNOT DUOPOLY Ill. COIJNOTOLIGOIQLY WITH BOUNDARIY CONDITION

In this section we consider Cournot duopoly with Let there be n firma producing diffetentiated

product differentiation Lot p,.f I(x VN2 ) aod C I(x I odadltp xl.% n XI)b h

be the inverse demand and cost functions for the i-th i-th firm's price and cost functions, wherexiI

firm, pg and xi be the price and output of the i-th the i-th firm's output. A finite positive number I

firm, where 1-1,2. The i-th firm's profit I~ i I has a similar property as is the preceding duopoly.

given by Lot Assumptions 1-3 be valid also for oligopoly,

(1) i C if
1

ni~x)Cg(i).i~ji~j',2.where Vi is now defloed as
()1 fiIX)Ixd i~j iJ 12. fo x, 2  

i - ~ ( "

Assumption 1.Of, 
1
05 I f< 0, f I ,'fo, xI x2 (7)aI xifI( l i.

(0, )x0 where f'i(x,,n.) K 0 for xi 'ZI and where x. (xx. 1  + ,Xn).

for any iii. 0 ,j12 Assumption There existaunqsieroCurt
Xj equilibrium.

Assumption-2. The second order condition is satis- The beundary condition is stated an

find for the two firms, that IAssumption .5. alI /Ox I)>, for x 1 0 and any x_,,' and

12i 2 i 1 fi i 
1
C' <0, 1-1,2. <0 o ',adayx,

(2) a /axl 1~ 1, i fs/s 4x 0, for I and an I ~ ,i., n

The cross partial derivative, 1~ if1 hwvr As in Section 2, we consider two alternative output

nay take asy sign. If two goods are substitutes, adjustment Systems for 1.1,2, -,,

fI<0 but the sign of fiIs indeterminate. (8o) dxIt- lalx) giOO 9'0

The firms' actual outputs ace assumed to be adjusted (8b) dn I dt -h(yxg.h0),h>l
over tims according to (3a) or (3b)z

(3*)dx1 dt g1 as1 ox~, g(O~0, ~)O i-.2, where y Iti(x.~ is the solution of

(9) fi(yI,xI)+tf1(y 1 xg)cj(YI) 0

where y, defined by (5) satisfiesAsupin .

(11) fi(y +A )+Y~.y f'( 0,)Cji iOj, 1-1,.2- (10 1 0 i12 .n

I I.J1.2.Under this assumption and g,(0)>0, it is known that

~ y1 a * xj)~i~j~i~j-,2.Jg, the Jacobian matrix Of the adjustment system

First, we derive for the adjustment Process (3a): (s), becrses a matrix with a negative dominant

1 1 diagonal. Hence the global stability of the Cournut

(i) ddX1  
for"i dx ldts0, oligopoly equilibrium.

(6122:2 Consider next (ib). The Jacobian matrix of (8b)

.62 dm _d J /1 ~222 for dx 2 Idt-0. has a negative dominant diagonal if and only If

3, 1767



I>EIp'l Z - I~ I .,2 S~' ~ dx ldt a; xi4skig I(x)-x I skis(s),

Hence the Cournot oligopoly equilibrium is globally, X*'KxlZ sx*g(x).
stable under Assumption 6 for (8b). This estab-
lishes the stability-wine equivalence of the two XiiI-mxxI+k1&()0::0
djsmn ytm a n'8) 5 Noetht because 2 -2 2 2

tive throughout adjustment periods. T 2 2 1
Rewrite (10) for i~,,bnas Ks iSs2 E kig (s) /2 4- sg(s).

( jo.1 1+ - is I 0.i Hence taking into account g(x*)-0, we evaluate dV/dt
j~i for set\U as follows:

It is clear that (11.2) is satisfied If

(11.) I~+sggI/2f~sifg-C' > -I~nl).dV/dt - Ks - xeTks

Let MR~ 1 3(x n /a be the marginal revenue (MR)-of is
2

/Is2
the i-tb fire with respect to change In Its output, a /M21~

2
2.

HtI , aHO/sx Rewrite (11.1) as Since 0<0, we conclude from this that dV/dt<i if a
+i i -,2 is sufficiently samall. Steps 1 and 2 together prove

(11.3) MRI+EI~ I<CI12--n that dV/dt<0 for sXiOswK. Hence the Cournot equilib-
jot riun Is globally stable for the adjustment system

If the demand functions are all& linear, and if, all (12) If s<-20/11.
goods are substitutes and C'j-0, (11.1) reads RFRNE

I jo j Al-b'owaihi, A. and P. L. Levine (1985). "The Stabili-
ty of the Cournot Oligopoly Model: 'A Reassessment,"

IV. ALTERNiATIVE ADJUSTMEN? SYSTFHJoralo Ecn mThor , 35, 307-321.
Ferth, D. (1916), "Stability and Instability in OIL-

Let all assumptions in Section 3 are valid other $opoly," Journal of Economic Theory, 40, 197-228.
than Asumption 5 and 6. Outputs might become Gandolfo, G. (1986), Ecosnic 'Dynamics, rev. ed.
negative daring adjustment periods in the absence of North-Holland, Amsterdam.
Assunption 5 if they change according to (8a) or Nikaldo, H. and H. Uzawa, "Stsblltty and Hon-negati-
(Sb). The following adjustmnent system Is Introduced vity of a Idalraslan Titnnement Process," interna-
to avoid this possibility. tional Economic Review, 1, 50-59.

Okuguchi, K..(1964), "The Stability of the Cournot
(12) dx I/dt - ax(x1+sk~gl(x).0)-x~ Il, .n Oligopoly Solutions: A Further Generalization,"

Review of Economic Studies, 31, 143-146.
where s and hi's are positive constants and g (xn) 11 Okuguchi, K. (1976), Expectations ass Stblity In

Oigosoly Models, Springor-Verlag, Ber orHldl
all/a. for all I. berglNew York.
Assumption (6) Is saw replaced with Okuguchi, K. (1903), "The Cournot Oligopoly and Coa-

Aissnetion 7. g(x) - (g (u),''-,gn(x))T x an x KI petitive Equilibria as Solutions to Hon-Lineai Comn-
plenontarity Problems." Economics Letters, 12, 127-

4(0.7 )Iis strictly monotone. 133.
i Okuguchi, X. (1990a), "Stackelborg and Cournot Duspo-
This assumption Is equivalent to lies Revisited," mimeo. Tokyo Mtropolitan Univer-

(13) (x 
1
.5

2
)T(&(5

1
)_g(x

2
)) < 0, xlox

2
,u

1 
,ce. K.y an-.Siaoaly(90) "On the

Okuguchi, K n .S~aosy(90)
Uniqueness of Equilibrium In Coujrnot Oligopoly with

The proof of the stability consists of two steps. Product Differentiation," Paper presented at the
Step 1: Let x* be the unique Interior equilibrium, 6th Wiorld Congress of the Ecornzetric Society,
and let a Lyapunav function he given by Barcelona, 22-28, August, 1990.

(14) V1)* Okuguchi, K. and V. Szldarovszky (1990c), The Theory
() x)I( 5 ..5 ) T (x5 ), Kdiag(k1 ;.....k . of Oliopoly with Multi-Prduc _ im, Spigr

Verlag, Berlin/HoidelbergHe York.
Let IUeK be an open neighborhood of x* with suff i- Seade, J. (1900), "The Stability of Cournot Revis-

ciently small ranies, Prom X* + 5K g(c*) > 0 end SIced," Journal of grononic Ter,2,1-27.
cotniyof g, Sddarovszky, F. and S. Yakoit, (1982), "Contriboe

contiuitytions to Cournot Oligopoly Theory," Journal of Rco-

in + SK1 &(x) > 0, x4U, sonic Thenry 25, 51-70.

dxldt -sK' I (x), anGi.

dV/dt -s(xx)T(g(x)-g(x*)) < 0, xox*, xe.

Step 2: There exists a positive number L such that

Z KkigI( x)2 $M, Lot
$ up (x-x*)'(&( 5 ).8 ( 5 0 )) < 0.

XeK\U

Prom (12),
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Yaonhiro Skal 't0ni=.-b rMl'-hitII) (15> 0. Rj>0; L= 1.2).

Institute of Social Sciences

University of Tsukuba 1<s focus On the following three types of

Tsnliuba. lbornki 305,- Japtin infolirtiti l11.jr" (1) no 1.1foowa.tion. written

ni'.Itertv nofti.n intformttlou cilio tile &dcua

p~arameter 1h: tilei) yst to Informiat ion, denoted
AUSMSCT This paper investigates idietier nd to liy '' iitt. '1w 1, Is nfoinil of i lit firm is

what extent thle Presence of risk oversion affects not so Inifored;it cud (12) storei iituormtitil. showns

tlie welfare imiplications of Information iiy '9'tters' lboth fix.Ls can kniow at.

trasmission in one of tlie mast, fundauiental

oligopoly siodis - ai (7011i0t dieti)Y o dyelte V0 av thaot air 6lt Vt
7
t t0, of oAtptet Itrategies

with cotnon demasnd uncertainty. It als to int s",aIalicuPirudll t o ah i

a bridge between the l iterature dealing with lot &V Hae Fll IO'l(. 't -
0

j) (~ . a; £ .).

Information sharing in oligopoly and tice one 11

discussing thle firm under uncertainty. We cant show ul oltipltt tom (xv, )ri).x&N) Is lold n esuill brittli

(hot the overage output level of each flmw is (,title Pair tiieler 4)1 If for ecvlt i

sensitive to the type end aiiant of Inforsolt.lM kioIdr i)x,~)

and (hot the Presence of risk aversion has anii tOMefILfzi.~().o]

effect of decreasing the welfare of flrms, whlence

informaioton trensmission soy sometimes he Stiilarly as ist1tilt palr (-t).rza Is coiled

hsowfnl rather than beneficial to risk aiverse . rliripi lli t(rec i

flr Thesoreojits hove soonl Policy 1Isiellollen. A-vt(ii)= IQMottl 0 i.vxi~)

I. A ilopoIy ftolol will lisk Aversion ?. njirli:ial tif tNsteoded Otputats

we Assme (lint thle sottet dtemnd functiotis iiot
(1) if 1t>0 It.4iis FAI

T
> F%'t>7

0  
lt I FX 2>AN2>5 VO2:

of outputs are given iiy (ii) if I=()t, (lies 5r~t. Fey1 >tO iicl Fl~z > XNZ 02 ~';
P, - i13(X'+ lX2). (051 I < 77<. littett gtv> Sx >,lot ei Er'z>X P2> X

0
2.

P2.ii-j)(e+ 0ot).

f x, and x2 are slistI llIi.OkIid"knt. orI iye Ii~lt5~(~ Ot0 ersn

comptlements according as It Is icstve. veto, 0r
ts$"Iwctlvoly.

negative. a Is a raiotot varbible ubotvt tlO.It itcit ctvte rrs
distribution Is tiorsil with ONci' 14 od viirisitli 02 it im tl fece ytietp

Lotting 171 denote tho Ptofit Or fill' 1- and eiet t (seiof lufoliettio, octllslotoot andiy thle

obtain itAv4' oif ist Ititltitili ty ts'twestt goods. Iltis Is

/I= -c-x-0 xiU.. .? ip. Int ati eil zra t Albit tlo' risk tuenttl cone lit
l~j ('C-Xt'0e~x0  ((J= 1.2 1 JA iltlet it.' live tcge oipl~S resri teIMOid lip

Each flow Is assumied to AMXIlsu7v the estiecled tiiiy rtceige Of Ititilisiot l 1egatiless of

utility of Its profits. W~e SltIPOse tint fit, iedat ftX~nA lsiuin

the following von Wewtulyteititsil lp
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(G) JJ/V1Jti 11l(p. U." tin- etIul itly hoelds ittf O=0.

A,~ Mw uotl ,lbev. 11w *,,cnlns situation under
whicb JWV, is less 11-t2u, tiOCCurs it (9-C) is

lie Case of substitutes- .aftieib.tlv tagntl ind h, ni,,oltt value ot'O

is faiilv larg~e.

/t-cllttt (qvire

0t- A(I))2411P

p. cof)0io ofni~ Axece IRti' I t)

1*P 0 8511 (the
2
1n0uc (-o ((l)]ad. la ia

Figaro1 1. Ccncparise ohe welfared Ito"at.

fka ' CreqiariSOU ( ot rz+)2X+oOt Lltte ?ti. /:,(' )a tIAt),J t0,'O)lt)/(os).

As ~ ~ Ier asein Ini vilure o, (p-c valu of plaYtln4 ,(KJdngrok

Is negative Uhieu (ic-c) Is tsufficiently large I* Ibelieve tb1110 te elfare results obtineud so
and/or %,hten goods are either fairly strontg frl~esntpt c o ctosrgrigl

substitutes or fairly strong cCt~OeRiS etfectivettess andO linitatiott of Inustrial

itC pot jiit "ftyv' by the goveii~nt Mie tirms i% all

)lsVTuqaV dilsplay touq riA Avetson.

* 30'tet l seo vdi, smev ether, dtlreet ls In, witict our
* study may Ikv further ts so.

t. Ptol. I. WOO; Rhoi~ Value of lufornation Itn a
q3ilci lanxpoiy tiod'vi." )j ul,11 oif, ECO)IOs(c Theory

R-10 , )al R-1 2 i.. -'l'J507WCtutmt nO ltertrand

outs>Et Py-1 - F1tll itrin tt,k'i l'1,trctI(, Infotmtit its, Journal

-1.0 -0.5 0 0.5 1.0 s.ori3 . andt',at,,I tJs)"lIooy

Figaro Z. Con,asrisoit of ruled 1ttili leq: Itifoinnt it, test w~ott ,,, J,1s,1111 'If lcn,,Ic$

nto l,,fornetio,, vs. t"tUredi olttuin 4 3i I

'Titfft)D 3 ('P versuts qvt) Avetsioat cmnl Ifltf t ita I tttc.ss loi, In a

w~here J(R,0
2
, 0)- =liiecity otf Iltl..
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THE COnT OF 71E IE 7VE lM=9 I? OF A D12'ZC=) SYSTT OF ECOSCIUCS.

Dave uth (a measure) o'. agents tn the limit eccn=y,
Faculty of Law, DW of Economics that has a c.ntinm=of agents. -ost proves
University of Azsterdanm of the core equivalence tht--r=. for large
OZ Achterburgwal 217-219 eco es use seae theory on a cotinm=:
1012 DL --STE RDM of agents. As this world is finite, in =
THE NETHERIJUM view, this is, with the €c --=t=:= 2*-,otbesis,

one step too many.
cospetetive markets are characterized by a Approxi=ations of large economies should be
large number of economic agents, at both dealing almost with countable infinite agents
(supply and demand) sides of the market and sets.
such that no agent has enough power to Therefore I comsider directed systems of
manipulate prices. That is all agents are (finite) economies. That is there is a
price takers, directed index set, that is a set with a
In. the sequal we will define an economy partial ordening (reflexive and transitive)
through a set of agents. Each agent has a such that for all two indices from that set
type, characterized by a vector of initial there is a third larger than both of thes.
endowments (from a fixed, finite dimensional Uben of two indices, one is larger than the
co--noity space) and a continuous, monotcne other, we have an e=bedding of the economy
and concave utility function. with the smaller index into the one with the
Aumann (1966) considered the case where the larger.
s~t of agents was a continuum and proved that The inductive limit is defined in the usual
for this case the set of Walras allocations way. The limit economy nay have a countable
and the core coincide. This is the 'Core- infinite agents set. The following Theorem
equivalence" theorem, can be prorved:
Nowadays this theorem is often proved by a Theorem: The Core of the inductive limit of
proposition by Anderson (1978). a directed system of finite
consider a finite economy (when we speak of a economies is non-empty.
finite, countable or uncountable economy
those adjectives refer to the set of agents). This generalizes the Debreu-Scarf result
We know that the Walras allocations are in above, as replica economies form a directed
the core. For each cure allocation we can system of economies, but also the case of
determine the distance from the nearest (non-replica) economies with a finite number
Walras allocation. The supreme of those of types can be treated this uay. The
distances, taken over all core allocations, remakable fact is that in the proof of above
is the distance between the Core and the Theorem nu use is made of easure theory.
Walras equilibria. Among others, Anderson As each economy with a countable infinite set
shows, that this distance goes to zero when of agents is the inductive limit of a
the number of agents goes to infinity. This directed system of finite economies, also the
does not imply that in the limit the core and following Corrolary has been proved:,
the Walras equilibria coincide, because both
sets could be empty. C The Core of a countable
The existence of Walras allocations is infinite economy is non-espty.
easilly proved in the case of replica
economies A la Debreu and Scarf (1963). This Amsterdam, februari 1991
is due to the "equal treatment- property in
the Core. All replica of a finite economy References:
with a finite number of types share the
"same" Walras equilibria. So also the limit Anderson, B.M. (1987): An elementery Core
economy has the same Walras allocations, that Equivalence Theorem, Econometrica, 46, p.
in the limit coincide with the core. 1483-1487.
For economies that re not replica of an Aumann, R.J. (1966): Existence of competetive
economy with a finite number of types, the equilibria on markets with a continuum of
"squal treatment" property does not hold and trades, Econometrica, 34, p. 1-17.
above result Is more difficult to prove. The Debreu, G. and Scarf, H. (1963): A limit on
way to prove the Core equivalence theorem in the Core of an economy, international
this case is with competitive sequences of Economic Review, 4, p. 235-246.
economies (see Hildenbrand (1982)). One of Hildenbrand, W. (1982): Core of an economy,
the conditions is that the distribution (a in: Nrrow, K.J. and Intriligator, N.D.
counting measure) of types of agents in t-he (editors): Handbook of Mathematical
finite economies converges to a distribution Econaies, North-Holland, Amsterdam.
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TOWARDS AN INTELLIGENT SCIEVE FOR SOLIO LATGE-SCAL! OTIUMIC 1031LS
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jOSIO K13111 and NITOSEi 10130
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Cb:1yO Exiversity Sloan rniversity

Shova-lu. Saturn 461 StOva-lc. Nagoya 469,

JAPAN JAAlS

Abstract i2 this P2Per. We Propose 3 A. Symbol

computing system vhicb recogalses the We list the symbol to he aoed.
structural CkaraCterlstlcs Of a gIVes larZe- 7 A x etro nooosvrals
scale dynamic model and solves the model x Au all vector of pedeterminerdaes
through a prograxxe automatically generated on x ~ bc. I eesr.w pcf
tie basis of recognised structural tefrtaIeeet fIa h
characteristics. Throwing light on the-thfit eeet ofaste

causal relatiomsip which Is luasaeut I-. the A lagged endogenots variahles.

model. till kiad of system is also useful for ff(y.z) ;The i-Oh equation of the smstem

revisng the model so as to inprove its to he considered(il )

dynamic behaviour particularly when the model A.Caij) : the Jacoblas matrix of the nodel

is not only of large-scale but of high under consideration. More
complecxiy specifically.

af /azy I : .-.
I - INTRODUCTION a1  1 f/s ~ 5* . Z~n

An A subatrix of A consisting of i
In spite of the recest rapid progress In such that 101' and JeQ. where P (Q) Is

conputing ability. there remain various any subset of all ron-indices (colnun-
difficulties In solving a large-scale dynamic indices)
model- For instance, a mechanical yr A nubvector obtained from y by
application of standard approximatiounothod extracting Y, such that IcP
is apt to render the iterative process endless

ene if the process Is to be convergent or to I'l-- t:The set of all Indices of

result in Inaccurate and nullable numerical equations. However. Mi is

solutions. Monever. as wan asserted In a replaced by V If we wish to

series of works (13 through [43. the above emphasise that It Is the net of

difficulties are known to be overcomt. at all godottnus variables.

least partly, by etilis.ng the qualitative

information of the model such as the Throughout the paper. we are concerned with

structural hnoonledge on the model and/or the the folloving simultaneous system of dynamic

cansal relationship of variables contained in equations.

the model. Furthermore. to our knonledge. f(y.s) - 0 (1)

the works cited 'far example CAUSOI) confine .which ye hesceforth call the canonical for,

themselves to the analysis of Interdependent

causal structures. Therefore It may be of R, Terminology
none value to develop a computing systen nhih

nunerically sovstegiven dynamic sodel Definition 1. System (1) Is said to be

vihteaid Of th qulttv4nweg decomposable If there exists a nonempty proper

perceived by the system Itself. subset S of M snob that corresponding to S

there can be fond a proper subset Vs of

1) This work is supported by a grant of Japan nith the subsequent properties.

Ministry of Educationt (grant NO. 01300002). (1) S -IV
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0)l associated with any iof TSthere exists .to which the sotalled Gauss-Seidel method is

so I of S such that all # 0. sod directly applicable. If the Gauss-Seidel

(i) C fr ay I f S vd ny ~N-V method Is unapplicable. we resort to other
S methods. such as Newton method and. if

the complementary set of VT ,jwth respect to necessary. the Jacobian matrix is generated

M. where S UT) denotles the-number of through nonnumericsl differeotiation. The

elements coutaiued is the set S MV. generation of the Jacobias matrix is executed

In words. Definition 1 means that :S by a Programme written is PROLO0G. 2'

equations whose Indices are In the ifot S2.. ftepral iertysfod.SO

costim ustthe amenuner o enogeoss endogenous variables are 91ininated to obtain
contin astthe amenumer o enogaous the reduced (or contracted) system.

vaibls Bec.I SS Poe ob. The generation of- the computing programme
noosiogular. the numerical values of theme In accordance with thc computation formula

endogamous variables are determined as the specified in stage 2 above. Briefly st,-ing.

functions of predetermined variables. This. the Programme for numerical solutions Is

In tugs, enables us to solve the remalanu generated by replacing the name of each
endogasous variables from the remaining variable with the corresponding location

equations. Coscerning Definition 1. It (array name) in the memory _and by utilising
s.1ould be noted that ANT Is a reducible matis the stored programming ktowledge for carry.nt

if sod only If System (1) Is decomposable with out the specified computational procedure.

Derinitiom 2. We call system (1) partially RFENS

linear if there exist nonempty-'subsets T of M

and TT of V such that ATT Is a constant (13 aley.ii. & M.B.GIIII (1914). 'Two
T Approachet in Reading Miodel Inter-

matrix, dependencIes'. Chapter 2 of Awalysiwe the
The coucapt of partial linearity Is also Structure of Econometric Model. ed..

useful for our purpose. since once the partial Aiucot.J.P.. The Basso. hlihoff.
linearity Is found. we can eliminate (2) G,J1o.G.M. & U.N.G1111 (1984). "Bow to
endogenous variables whose number equals the Strip a Miodel to Its Essential Elements".
rank of ATVT. Needless to say, It does not read at Colloque International ISMEA

harm generality to ssume that rT does not diversite d-Qttawa.

exceed V
T
' for otherwise the set T can be (3I GIi.M.B. & E. Bossier (1iii).

contracted until *TI 
T
T" 'Uderstanding Complex System'. Automatica.

vol.17. 647-6$2.

(4) 01l1i 1i.11. (J "4. CAUSOR A Proccam for
It . Tilt COMIPUTIuG SYTVBN the Analysis of Recursive and Interdependent

Causal Structure%. cablers ds Department
The proposed computing system In suzaarlued d'Econometrie,. Olniversite do Geneve.

as follows,.

1. leacrangemet of the equations read into

the canonical fors. Needless to soy.

expressions whiel do us meet the FORTBANII 2) To hove defined the decomposabil ity and

grampar. if any, are Poited ont before the partial linearity Is torus of the Jacobian

proc6.dieg further, matrix simply for the descriptive clarity

2, Checking the dexeos0ability and/or the Evidently, the decomposability. an well as the

partial linearity psrtioi linearity,. can be checked without

2.1. lin the cone of decomposability, it is having the knowledge ox. the Jacobian matrix

further checked whether or not Ia .ubsystes Therefore. It Is at this stage that the

corresponding I-- the set S cat, he rewritten as Jacobian matrix Is constructed through

YI) (2) nonnusericsl differentiation-
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IN Qea's atLsd.SWT 2BZ, Untdli];dsm

Central Ia-mast policy optLmiantios tos orations is, a, Avs~ited with the model F (Y, U) -o0, there is,a model
dsudltic ojctimios 1othm. We &.mso three such loi ths solutiosn that'evzmpute: the value of Y,' for *& gioen'vs n cso f U. The
for eeslissear models. Th. first is a G&aae-Nees Algorithm, ordieeau*ly ereop'satieoal mapping is deot by
for unconstraied problems. It reqcuires simple derivative Informations, t .y ='C'(U).()
is slow but quet effectie for rough computatiott.. Ihe Weood is a This mapping eon be used to elirobsote the oniput variables from the
Goldste itvif*P*ak type algoeithmu. It es1iy admWIts--sss problem. Hmesc, vee eon exprits (1) 1i
constrainits sch As bounod. on the onattls: The dersvleai information.'
for this algoritlun can be effidesitly obtained using a bachwaied evaluatoon -oisi {(U) }(6, a)
Approach. The Algorithm is fast And invrolves a quadratic sob"e. en with-
InequAlty h~uod,. The third is a sequential qoadratic propamming where
Algorthm that Admits genseral equality sAd inequlty eontralota. The j (U) =r J NgU), U). (6, b)
derlemice calculations Are eopeeasve but the algo~htm Is fastsid i-eA
theexos general formudation. For this yastlculsiiy simple algoenthm, we also &sm, that the objettle

fucum I.e &aquadrtic And Is gicen bI;
L ITDUMfON

Cossidrthe policy optimisatlon problem i<'Z'- ,'Q'(Y - d) > + I <U.-Ud, Q(U.-Ud) >

where Qy",Qu Are semtrc matrices, Q is Positive somidefite said
mi. ~( 'U) I P(Y. U) =0j Qu Is poittiee deit,, Y', Ud Are given dNslrd ealue. When. tbe model

whene Y at U are respectively the endogrnoca,, or outpuot, caiables sod is u~ed toiebmiw~e Y from tho functioni, we bace
polity lostresmentso orrcontrols, of the system. J is the pobey objective r o < VU'_yd Qy(g(ll) _yd)> +I < U.ud, Qn(U -Ud) >
functio And PIs the model ofthe econsomy which Is Affctdtlr2O
random datrbano, vtctor c. In general, P Is nonlinear wit' rset tY, Starting from ass Initial point U0 , the algoentun generate. the sequence
U, Froblem (1) l, essentially a settie transcripion of a dynamic ( k),heO, 1, ... where
optimizatlar problem in discrete time where

ul YJ Uh+I = Uk+ "kdb.

I I I i The doretiuo k 1i defined by

Uic~ot[ Vr~ t COOk.Vi(h with hlOk NyqNk +Qu

[UT] YTJ N o 'U:oc.
wth tlt C It' sod y, C I denouting the ceatrol sod mucgeustbotenwUk

variable
vectors at time period t. The optimizatiou severe the periods t = 1. ... T. The Jacoblso N 1 lInitially appreomuted by the dynamic multiphiers of

nh., y4EWPXT, U4E t'XT, F Ic'e -RTiXm sod J: .J CR ' -e the model And ieueoly updated zcing Broyden's each-ooe formuula

R' (as-Tx(m+n)). The vector valued fusnction F Is esseotially so (0 14) - 00k - "k Nbk dh) d~'

ecomometric model which b A, system of niolinear diferece equations O
representod In static form for time periods t =1, _, T. The ese of the in order tc preserve the bloch lower teosogula structure of the Jacobiso,
system Is generally In the order of hundreds of equatious per time joaiod' relleotog the cauahltytae structure of the model,' Schubert's (1970)
problem (1) Is uroiiralned We shall dmucss a si::ple Gauss-Newton serdiicatluei to the above forula can be ased. The steplse 'l rk[E1011 is
(G-N) typo algorithmt for Its solution. determiued usinog so Aemijo strategy to satisfy

The second polity optimisatos formulation we shall ronsider a(U, 41 (Uh) 5 IT'i h < VC(Uh), db>
Admits imnear Luequally, constraints on th. control variables

~ ~ < 'Thls algrtthmu is a generalosation of Hlolbrook's approach of buearising
mi.s (Y U) IF (YI) =, N1 5 b. (2) the =2ee sod solcoog the quadratic optlouleutlun asbjeci to the linvasleed

We 4hsf eo osIdee a todsteisnlIecitloyak (aLP) algtahmt fors in model (Ifolbrook, MI7; Chow, 1070). Further deatalis sod properties of
this problem, the Algorithm are obsrussrd be Roster. (1061). Although the algonthm is

relatively slow, It isroy to icoplement on macro-toodels sod requires
To Introduce the third problem, we shall use the ceetor x to little coteputtiosci effort sod-has been srocerfuly ucd m policy

denote optimisation ercises.

x [Y (3) M. = lALCMllI M LUMIR lll=gALMt CO IL AJOIT

Cosseldr the genoeral stoocoear equality sod inequalitj constrained The OLP altoeithm Is based on tht projecton of the
smcost ained descent doction, onto the eoooeu feasible set of lInearproblem beequaloty coustraints. Usku the omapping (0), ecroblem Ill can be wsritten

mi. wJ IF) fu) O; G(i) :50).a mb {(U) INU :5 b}. (7)

Wo O~all consider a sequenil quadratic programmipg ($lQp) algorithm The algisitiu te aeratos a sequence of points (Uhi suich thut
fer this problem. Uk+te - Uh + TO(( - Uk)
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weeU is the projection of the oncoostocloed quasWNewton step on the and
convex consrat s!,The nnoons1asnsdep 1s gien by 'k~i +1 "(]c+l) (Ia(ck+l):0

9ii = Uk IV. eljV1 (Uik! -rkfl0iioj l-i ,)k lk l ()'i)G(nk+l)>

wher !ii osive de = 4te:7'7eetn 19 Given xO, c0 0 Il, SEc(o, co), pc(,1.4,C ,& )

with' the aboe" "rie"'m'te and tht step it = Vh t'"
piojectloioef tU outhe conotraint set is given by Il Seh=,4 (c c )o ,jl.,

andhe =tesioe . I -cdeceie NTUJ:,- SURn L solvee(10)to obtain elk -a k+ii "k,+r
nnnf ~ ~ ~ LO 2n oljstaey if optimality, is achieved, sto. Else go to step 3.

that the forzwin t U .e .ctlo is atiofied 1101 I

1(Uk+l).- J (i) : ,'k <VI(Ub), - Uk> I 'P (011 -+-k~ k-( k)+k-k-k1 rb 112 1100+11' S

The advanotes of this sigezithin are that NJ can be efficiently (3
computed wing back substitution scheme. ii. addition, the stepsiiev
convees to onity a the algorlther, conences to the "ot= at at then k~ = c1 . Blese
sup".hnrar rate (Itoctern, 1994). 

VJkd
lv. sqP ALGoRrrHM iFoR No1IjNEkR COmNSTANS to" af mac 11 oh +6,14)

Consider definition (3) and the augvmented Lsgicanglan of (4): .IlG)III

moltipher..~ ~ ~ ~ ~ ~ ~~& WedLo,)ochta t helmn,() Dteie rk wthk+ta=xk +erkdk ,atlsfying the

vhere 0O5c CR0, 0 :a EF+ ad A, pa are the KohnTtcho Inquait

0). Te penalty funtion aoltd with (3)1 tdefined hy t(ck+l,ck+llnh+l(nh+l)) - f(k~oh+llnh+l(ch)) 5

t(., + ~j U)+ iw 01o B+~I hit (C)a j 2 (6) rhP1V8(nk'ch+Ieik+I(oh))dk (15)

Netther the augmented Ligranejan (6) nor the penalty function (4) %Q +LlUhd~ ii0ecomputd nsklng(2,posses. continous Hessians. In eidler to overcome the difficulties 1 . Upaef.tcmoe ht
aiblog from this, we shall, at appropriate junctures, conidetr the effect of 51.9L Set h ah+1 ad goto Step 1.
replacing the Hessian of (6) by that of4jc, j, p, c, a) a I(x, co 0) +~ F(c) T A + G(o)'T p (7) The oboe algorithm allows the mostgeneral formolation. The
where otepit r convernes to umity, the penalty parameter oh does not grow

htdeite4 and No) convrIe to the solution at i teco-otp Q.
c, ) n.3() 0 I P~) I~ +~l. U(e 1(o + ) Q. 8) npelinarrate, Hoevr, its computational demand. in terms of

-a E difetr nly in their last terms correspondung to the Ioequahty deoleatie evaluation., ore coniderable for large scale problems.
constraints. In contrast to (6), the Hesian ef I exists, provided J, P AE

'~d e utad d fferentiable.

Thii-oucceso quadratic programming (SQl') quasi-Newton The financial support of ESRC is gratefully acknowledged,
algorithm considered in this paper, Involves the basic Iteratie procedure S

0
h1 ' + rk dh (9) 1. Chowe, (IC. (1971), A.,6.v4 .. d Coelco of fDyecvif Ecocoki

wheire sk olves the Qusdrstik Pcom eemmvgCeprobhv (WS Systes, John Wiley, New York.

mmn oelckc.~ck)IVPd+pkati VGI'd+Gk.S 0 0) 2 P l O L 0 s . 8

the moltipliers of this Q"S, correpndlng to dk' arsdenotedbyA i- 3. Holbrook, RtS. (1914) -A Practical Method for Controlling a Large
ilt is Asnumed that the. feasible set :1 (10) io nonempty, and that

th IPS does have as"otion, T'he'objattive function Is gien by Nonlinear Stochastic System', Ash of Economic tied Secec
Md.rrcmee, 3, 79"-11.

q(d, c. 0(0k)) ad
T

V El (chic, 0(0k)) + I 0d1kd (11) C, Schubert, L.K. (1910). ildodificaton of a Quasl.Newten Algorithm

with Vil VsL ilk Isa quasi-Newtinc approximation to the Ilersan of for Nonlinear Equations with a Spase Jacobiane, MalJhsmeba of
L , with respect to ccI atch Ak . 14 . chi n .Pollowing the original Coviot6o, 24,21 20.
suggeceon, by Wilson (19%1), severavl esits the SQP algorithm have llRstm . (1Va1). Projoctoc Meth~ods in Coostrrod Opbeecstio
been propeoed. These have proved to he e~tletve in solving prblem (3) * O0ctosrOp'alocOcoeeSrigrelafer.
(see, eg. Fan, Sockar and Laselot, 198, and the references In itustem,
1000). 6. itustem, B1. (1984). "A4 Cass of fluperlinesariy Convergent projection

Let t~e Ith, element of the vectors GI and a be respectively Alroxlthms, with itelaced Rteprises% Apref Marth Opbin,12, 29.43.
denoted by Qr and *I. We aue mainly conceened wiQA two speti values
of a where o is set in Step 0 with to C (0, o)ml giena Input. These 7 Itustem, Bl. (1900). 'Equality and Inequaly Constrained

are Optimisatiun Algorithms with Convergent Stepoties, PROPE
(.oh~li~oh) GJ~ckS 0 f oir Paper 70, Imenprial College."

4
+(xh) =(12,b) 8. Wilson, Rt D, (1002). A Sivpfdaf Aigoeftim for Coece Prograoeog,

l
4  

-0b ONG
1

c) > 0 Ph. D. Dissertation, Harvard University.
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oN THE UNIQUENESS:AND. THE STABILITY OF THE STEADY

STATES IN A COMPUTABLEGENERAL EQUILIBRIUM MODEL'

WITHOVERLAPPING GEERATIONS

Pierre-YvesLETOURNEL

Cuong'LE VAN

Kathellnea SCHUBERT

Abstract. The problem of the- existence and the uniqueness of

In this paper we present a computable general the steady states has not been studied by Auerbach and

equilibrium model with production. At any time. the Kotlikoff. In order to study the stability of the steady

household sector comprises two overlapping. generations states, Laltner (1990) points out that the model of
of adults. We obtaIn the following results : Auerbach and Kotikoff'is simiar to rational expectation(RE) models. Therefore, If around a steady state the

number of stable elgenvalues Is equal to the number of
.I) In the case of no 'taxes and no governement Initial conditions, there exIsts, under some -regularlty

: xpenditures. the model has two steady states associated conditions. an unique transition path which asymtotlcally
respectively with a strictly positive and a null converges to this steady state. But, "litplcitly, on this
Interest rate, path, the- consumers born before the date of shocks

(policy changes) are constrained.

ll) the Introduction of taxes yields two steady
states with a strictly positive and a strlctlj negative The main purpose of this paper Is, using a very
Interest rate, simple model with overlapping generations, production.

taxes and public expenditures. on the one hand to study

Ill) If the government expenditures are large. then the exitence, and the uniqueness of the- steady states

one can have two steady states with strictly positive and. on the other hand. to Introduce a definition of

Interest rates or no steady state. transition paths where the consumer born before the date

of shocks could be satisfied. The RE transition path will

v) the steady state with lowest Interest rate Is be a particular case of these paths.

locally stable while the one with highest Interest rate
Is unstable. Concerning the steady states we have the following

INTRODUCTION result: If the government expenditures are less than some
amount of taxes then there exist always two steady states

The use of Com~putable General Equilibrium (CGE) associated respectively with a positive and a negative
models is now current practice. The early 1980's saw a Interest rate, 'If these expenditures are more than this
furry' of these models dealing with three types of amount, first, one has two steady states with positive

problems : Interest rates and beyond some value of the expenditures.
one has n2 steady state.

- Sectorlal problems (energetic, agricultural)
- International trade Concerning the transition path, we assume that the

- Fiscal Policy consumer born before the date of the policy changes has a
desired consumption for this date. The equilibrium

(see e.g Kemal Dervis et al. (1982). Shoven and Whalley transition path will be defined as the one where every

(1984). Fullerton. Henderson and Shoven (1983)). Auerbach agent Is satisfied, In particular, the consumer born
and Kotlikoff (1987) constructed a large-scale dynamic before the date of shocks. The RE path can be viewed as a
fiscal CCE model where consumers have a life-cycle particular path associated with some desired consumption

behaviour and enterprises maximize their Intertemparal of this consumer. Then we have the following result: for

profit. These agents are assumed -to have perfect most of the desired consumption functions, the steady

foresights on prices and wages, Their model Includes also state with negative Interest rate (or the smallest

taxes and public expenditures, It Is used to study positive Interest rate) is locally stable while the one
dynamic fiscal policy. Mathematically two kinds of with positive Interest rate (or greatest positive

problems 'iu from this model Interest rate) -the steady state of the RE path- Is
locally unstable,

I) the existence and the uniqueness of the steady 1. Te i sw

states ;In this model there are two goods, labor and a
physical good which can be consumed or used as capital

Il) the stability of these steady states, good. The consumer lives two periods. In every period a

new trader Is born : therefore at each date there are

exactly two consumers. a young and an old one. The

It is well-known that, In a two periods overlapping economy begins at date I. There Is an entreprise which

generations model without production, taxes and public maximises its Intertemporal profit from date I to

expenditures, there exist two steady states , with one of infinity. We assume that labour is exogenously fixed. The

them is associated a positive Interest rate, while with agents are assumed to have perfect foresight.
the other one Is associated a zero Interest rate (see.
e.g Benassy and Bld (1990)), 1.1 - Theconsumer
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Let eI t , c2t denote the consumptins at-peirlod t a
1
. 130 and his (her), consumption at date 0. CLo. One can

and _t-l of'the agenthborn at date t; 116-(she) mainises w~rite
his (her) intertemporal utility, ulot ) + 8' u(e

2
t),

under the constraint c2,0 Pi c- lcV f 
1
i *0

ti.tt+i2.tt t )4( t. l Therefore, our economy has initial data (Kl
, 

Cl
O ,

Where Pt, pt and Wt
, 
Wt+, are.prices and nominal

wages at date t and t+l. Tv t . t are tatx rates at the 1. ..... s e -

same dates , I Is exogenous leisure
1e2 - Prodction Assume now that the sequences (Gt). (t) are

~stationary
There Is one producer who maximlses his (her) G

t 
. G.,T

t 
*. -, Vt k I

Intertempral profit

A steady state associated with there sequences is a
maxE (p y " Pt 1t I Wt Lt) triple (Kc,.E) such that the equilibrium from It

t.i verifies

under the constraints Vt i I gt "K c It I ; Et 
• [

i
t  K Kt+

I -(1-3) K t
where E

t 
-ut(l*) i -I' t

Yt tF(Kt L)

with ;9 - I - T

KI z 0 given

It can be easily checked that the associated

Where yt, Kt. It Lt denote production, capital function 9 has the following form -

stock. Investment and labor % 1,( ' )

1.3 - M arhet. clearng 70l'' 
°  '  

c0  , -
1.6 - TransItorM.ath

Let (Gt) denote the sequence of public expenditures,

Then one has, for t c It Given a steady state (RI, 9
)
. a transitory path

from this steady state and associated with sequence (0t)
(5) C l.

t 
* c2,t- + Kt.

I 
- (1-3) K% +t F(Kt.L

t ) and ir"
t
) Is an equillioium with initial data (I. ;1' 

-
)
"

(6) L
t 

- 2(1-7)

1,4 - EquiljtEr om

At date I, relation (5) Is fulfilled If ocne knows
how todetermine c

2 o, the consumption at that date of

the agent born at date 0.

First, this agent has to face his (her) budget P.Y.ETOUR PnL Direction de la Prdvision-
constaintParis - France

constraint C.AE VAN ; CNRS-CEPREAP, 140, rue du
Eo  Chevaleret - 75013 - Paris - France0o 

) 
Pl 0 K. SCHUBERT ; Universitd de Tours - France

where E0 is his (her) savings transferred from date 0 to

date 1.

Secondly one can assume *that this agent has a
desired consumption at date 1. c2,. which depends on o 1,
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-BOLVIS5G.DY5;A5:IC HODELS.UNDER COISISTENT EXPECTATIOrS
WITH MARKET EQUILIBRIUM COIDITTONS

ELIAS DINENIS, SEAN 'HOLLY
Centre for Economic Forecasting School of Manag.ment and
London Business School Economic, Studiej
London I0W 4SA PO'Box,595
England Ciooksmoor Buil:ling

Conduit Poad
Sheffield S10 IFL

England

AbstractWe discuss some the algorithmic approaches to the and~zT = yT- p0, where p is the terninal condition Q is a
solution of econometric models which'contain both forward
lookin; expectations and market cleaing equlbrium i-definite positive weghtig matrix, sad N is a positive

conditions. We find in favour of first order iteration methods definite weighting matrix. Clear y the unconstrained tmmumn

as being the most robust method of model solution, and report of (3) implies that the solution les en the saddlepath and that

some simulations on the LBS model. rt=O, for t=l'.

Inn~uction When the model also contains equilibrium conditions that in
asset markets, supplies are always equal to demand and the

The application of numerical methods and the use of optimal asset price ensures that tis holds, then it is possible to extend
control techniques in economics has been t ansformed over the the penalty function method by defining qt = dt-ot, where d is
last decade by the impact of rational expectations (see Holly demand and a su ly. Then the addition of the quadratic terms
and Hughes Halett 1989). There is now a variety of aethods andsuppl enabe thet set of prices
which can be use to solve econometric models in which (pI I. anp,.Rp) to ensure Q= , where K is a semi-definte
expectations are forward-looking or rational. There is the pipi,
multiple shooting technique of' Lipton et al (1982), the positive weghting matrix and R is a positive definite weighting
extended path method of Anderson (1979), and Fair and matrix.

Taylor (1983), and refinements of this approach introduced by
Hall (1985) and Fsisher et al (1986). Finally there is the penalty In practice as with most applications of penalty function
fanction method of Holly and Zarrop (1983). methods the dimension of the problem can cause difficulties, If

a large number of expectational variables and asset prices
appear in the model then the size of the problem can become

Recently there has also been a increase in the use of unmanageable. Ths suggests that alternative methods which
equlibrium, market clearing frameworks, especially for do not require the direct minimisation of (3) and the
modelling financial markets, In this paper we consider how calculation of the first and second derivatives may be
methods for solving nonlinear rational expectations models can preferable.
be extended to al ow asset prices to clear spot markets - so
demand is equal to supply - as well as allowing expectations to One such method is suggested by the used of generalised first
be forward looking, orderiteration methods With these methods the process of

solution involves an inner and an outer loop. Also within the
inner loop there is a further loop of the form:

Solution Methods k+1 .I
pt = dt /d t'

A deterministic nonlinear model with expectations of next
periods's endogenous variables can be written, where k is the iteration counter, and Pt is a vector of asset

prices which clear the market for financial assets, The use of a
_r) 0 (1) square root proved to speed up convergence. Within the innert=..m; t=l,...,T loop there is an extrapolation parameter (A0) and also an

Whereyisa in-vectr oextrapolation parameter for the outer loop (A,). In the
Where y, is a i-vector of endogenous variables and xt is a Fair-Taylor method the inner loop iterates to convergence
n-vector of exogenous variables or policy instruments. s and r before using the outer loop. In the method of flall(1985) only
denote maximum lags. For compactness we can rewrite (1) as. one iteration is used in the inner loop pass, However, we have

found that cofining the inner loop to a single iteration drove
= the model outside the feasible solution region, so the number of

F(yye,x) (2) inner loop iterations was restricted to 4, This also had the

Where y ~ ye = ( e ye, e, effect of restricting the iteration count of (5).

e (lY2,,t,..,T)' y =(2 '3 'Yt P"T+I) Some Emnirical Illustrations.
and X = (xxx,1,.,x, In order for the problem to be well

defined we need a terminal condition for Y , wi~h we shall We used the LBS econometric model (see Dinenis et a (1989)
for a description) in order to carry out some comparisons of

dscuss later. A penalty function method simply requires the different methods of solving models with equilibrium
mimmisation of the quadratic loss function. conditions and forward looking expectations. In the LBS model

there are three market clearing prices for the equity market,
J(YYeX) = I/2[(Z'QZ)+(Y'NY)j (3) the gilts market and the foreign exchange market. Lying

behind each of these markets is a dis-aggregated set of asset
where Z = (zj,zj,..zt.z, ), and zt = et - Yt+,, for t=l,T-l, demand and supply relationships for diferent sectors of the
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domestic economy a wellas overseas. Corresponding to each Refere
of these prices is also an expctedprice. Strictl speak for Anderso
the foreign exchange market it is the exchange rate which is A P.A., "Rational expectations forecasts from

used. Also the degree of substituteability between domestic nori-rational models", Journal of Monetary Economics, 1979

and foreign assets &overns the extent to which an- uncovered Dinenis E., Holly S., Levine P., and Smith P., "The London
interest parity condition of the form: Business School econometric model: some recent

developments". Economic Modelhng,'July 1989.

Fair, R.C. and Taylor, J., "Solution and maximum likelihood

actually holds, where e is the exchange rate, r the, domestic, estimation of dynamic nonlinear rational expectations models",~Econometics, 1983.
and row the foreign interest rate, and e 1, 1 the expectation of

the exchange next period conditioned on information at time t. Fisher P., Holly S., and Hughes Hallett, A., "Efficient solution

We found that the degree of substitution between domestic and techniques for dynamic rational expectations models", Journal
We fund hat he dgreeof sbstiutio beteen ome$ of Economi yaisadCnrl 96foreign assets was implausibly low,,and we therefore imposed coic Dynamics and Control, 1986.

the UIP condition given by (6). Thus the number of market Hall; S., "On the solution of large-economic models ,with
cleaing prices was reduced to two. consistent expectations", Bulletin of conomic Research, 1985.

In Chart I we show the effects on-all three asset prices of a Hly and Zarrop M., "On optimality and time consistency
temporary cut in short term interest rates of 1 percentage heny expcan are ra ti al it an Econ iseniy
point for eight quarters. -For the simulation the inner loop 1983 pectatisas are ratonal', European Economic Revew,
extrapolation parameter was setV to 0.7, and the outer loop
extrapolation parameter was 0.8 for the exchangeirate, 0.8 for Holly S and Hughes HallettA., Optimal Control
the price of gIts and 0.7 for the price of equityThe particular Expectations and Uncertainty, Cambridge University Press
form of (6) means that a temporary fall in interest rates 1989

enerates an immediate downward jump in the exchange rate
s erder for the exchange rate to then rise just enough to Lipton D., Poterba,,J., Sachs J. and Summers L., "Multiple

produce a capital gal equivalent to tho fall in intereot rates, shooting in rational expectations models", Econometrica, 1982.

However, because an explicit arbitrage relationship does not
determine the behaviour of the equity and gilts prices, we rely
on the structural asset supply and demand equations to
provide the degree of substituteability. Intemtinfiy, both
equities and gilts jump immediately in respone to the
unanticipated fall in interest rates by about 2%. However,
thereafter they diverge. The equity price continues to rise
peaking in the eigth quarter, and then declining back to zero as
the interest rate rises back to its original level, However, the
FIts price comes back only slowly, implying considerable
imperfect substitutability.

CHART I
tot.,t tat. Fea (1%, 8 pldos)

.1

*0do.2

4 7 2 is 'so 24
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[ ON DETERMINISTIC AND STOCHASTIC SIMULATIONS OF NONLINEAR

RATIONAL EXPECTATIONS MODELS

system is successively lisearized using tlie.Newtn-Raphson
BOtJCEmKNE R. CREST-CEPREMAP algorithm. Denote by YxI(t). t=O to T, the solution path obtained at
142 rue do Chevalerel 75013 -Patis Frncle the step 0-1); the solution path at the step (3) is dietniied by.

stkt) - niI0t+Axi(t) . for I - 0 to T,

ABTRACI': This eontibution aims at presenting sotne methods for
solving nonlinear rational expectations models. These methods sre with A.)- (dei(0). tAxi(t) Y solution of the linear system:
applied on a model of the French economy,, built up by Laffuargue. SOt 0s~n~; where S0~ ts the Jacobian marix evaluated at the step.
Malgeange and P5)01 (1990); At reat, a NEW METHOD, introdueed
by Laffargsse(1990). tannsed for determisic atimulation of the whole 0j-1)'and ni-I is a vector of constants. Let K-nT+n 1+n2 For each j,SJ
model. This method is a relaxation one based on the Newton- ii a iaqnc~ (EnK) matrix;- Axi and ai are (kxI1) vectors.
Raphson algorithm. contraty to the usual frameworks. Then, another
method is conducted, consisting of a backward mapping atochastic To solve the linear sysem, the matrix 530 is seen assa concatenation
simulation. using a normality assumption, Finally, it is shown how of ( T-2 ) blocks; aussian eliminatton ta conducted tnssle each
the previous assumption can be relaned: especially, the method Of, block and when asociated with other simple matricial operations, the
approxiaton intodaced by Tauches(1916) is discussed. whole matrix is transformed into a triangular form with each diagonal

1,THE MODEL: term equal to 1L1has. "x can be computed and a Inew solstioi Path
is calculated. The algorithm is' like shis reproduced untilino

The model considered, called PLM, is due to Laffargue. Malgeane improvement by linearizatios is possible.
and Pajol (1990). Wage's nominal rigidity snd monopolistic Oecnseta h anpolmi h neblt ftemtie
competiton is the peod's market (based on an arbitrage btente Oecnseta h anpolmi h neattyo h are
aggregated domestic good and the imported one) are Asscatds Sit equivalently. tbe problem is so guarantee the usicisy 6f the
generate Keyaesian'multipliers; the enpeciaions of the agents arm solution psihato ensure that, it is ponsible to transform the tnodelas
assumed to be rational. The production block uses a C. E. S it's explaiired is Lsffargse (1990). Is fart. is is more tractable to
production fanction and includea an adjustment coat for the capital. A maiuaesemodel to ensure that the anticipated variables, is their,
constrained tatertemporal optimization of the aggreated domestic advancedfr, only appear is the same linear combinatios, which
firm achieved by the Illman method. provides two Enlerequstiunn is asufficient coltion fur the usicisy of the solution path. The
The cosumpton block is solved by the some method and provides istrpn deal block of PLM is solved using she previous result; the
oat oulerequation. The model is "closed" bysintroducing the national Bacrd ahn property is then checkedHowever, the
government's expenditures and las, and by specifying some simple configuration of the calculated cigenvalues impose so take high values
rule$ of is forcign economic policy, forT.400.
The msodel is considered is a reduced, calibrated form; it ean be
decomposed is two isequal pants: an interdependent biock of fourteen
eqations including the three Euler equations described above, and an I. BACK WARD-MAPPING MMIIODS:
epilogue of five equations,. The first block can be seen as a dynanice
system dctersining at each date I. the values of fourteen endogenous The backward-mapping approsch was suggested by Sims (1915).
variables, using ihe lagged values of five predesesisined ones and the While the standard crigincerml; method takes arbitrary stochastic
one-period ahead values of five anticipated ones, thus four processes for the exogenous variahles to compute the corresponding
endogenous variables are static. Furthermore, this block contains 5six cndo~enous processenithis approach suggests just the contrary. A
exogenous variables and is completed by giving initial values for the measingfull application of this method was done by Lee(1989),on a
predetetrmined variables and terminal values for the anticipated ones. small standar stochastic equilibrtum. Oar viewhereis to see some

cumrenicul consequences of applying this method to more complicated
U. LAFFAR0UES ST11IOIX and bigeraodels, At firstthe model ia simulated. keeping the

nortaaity assumption used by Leend the processes of the available
Consider a mnodel with a general ferns; solutions are analyzed.

f(yi(t- 1). y(t). y2 (t+l). Lt) ..u4 for s-I to T, where yI(t) A.-The method. The number of the endogenous-vatablea'
is the (njxl) vector of ihe model's predeterined variables. y2 (t) is processes should lie equal so she number of the exogenous variables
the (n2xl) of the anticipated onen. y(s) is obtained by stacking y2(t), of the considered bilock.ihas~we can take six "entrtes". The
y3(s) arid y I(t) in this order with p (I) the (a3xl) vector of the static proesso h vial oats rieepiieycmue
variables. u, and L sre respectively a white nise snd the exogenous wthout any approximation, ;iven that only the esdogenos
variables vectors. Furthermsore. the vector of she initial conditions. variables are appeanng is an anticipated form in the Eiler equations
yi(0), is given and we have a terminal condition of the form of the PI.M model. Preemaely,we choose the "entries" sonas the Euler

equations can be easily solved. Let (Xi O.wilh i h., . nd t the
C( Y3T, Y 1 (1), y2(T+l))-c, ceisa constant veto. Ou rpoe time isdex.be the chosen forms of eintes. Denote by x the

so solve the constrained system described above. Gives that aiC logarithm of X. Assu ow~thai the distribution of the atochasiti.
are respectively (nul) and (n~sl) vectors of functions. with n-nl+n2 Vector Xk (Xlt X.6t t san autoregression of a given order
+13, the system to solve has nT+nl+n 2 equations and the same pnstural integer. sosas ti& following formula holds.
num~ber of unknown variables. Put the following variable
transformation. ni(t). yI(t), X2(t)-y2(t+I). x3()-Y3(t), Denote by xt-C(0)+C(l) xi.t+C(2) xt2 ..+C(p)si p+ui (I)
x(t) the vector obtanined by stacking a3(t). nlts) and x2(t) is thisoer.r
ad by x'(t) the veetor obtained by stacking xi(t) and X2(t) as this with.C(0) a (6*1) vector of constants and C(k) (k.1l,...p) (6*6)

order, Thus the system can be written: matrices of constants. Following Lee~we assume that the noises

f~s't-l. x~), 1).0 I ItoT. o s'O)"t(O) C~(T))- ~ (ut), are not serially correlated and that ut in normially distributed
Sosaawellkaownma tt T ~0-I0. bpsoilefafagunelt-tc. N(mO), for each t, wish m"(ml~m2.. tn6)' a (6*1) vector and
following. beginning withian isitial solution path, the previous crz(a) the (6*6) vanrianc-covanianee matixs.
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'MI
in order to generate dynamics as realistic ax possab inthe coefficients By the Skorolod construction. the discrete-valued Maulsov proces

C~)klto p~m and a am estimated on a reil'data. Given'h converges almost- surely to the ARMl considered. Suppose,
e~siate coffiient~w caat ite ~gisin~coputtl~ ~nuen now.that-we have an Euler equation of the general form: rs=

of ste processes (lXijas follows: Esug(xi+s,t1)), where zt is a process to he computed and g a given
fucinPut the previous relation is an integral form:

p 6
lOg(XsO---i(O)+ Z Z C'15(s) Iog(Xj..)+sir z(x)-jg(x",c"(x)) dF(i'lx) wheri F(.) isthe conditional

snlj-l. cumulative prolahilfit iitriition functioni of the pi~tcess us.
Usienow, the -approximatioin, xt.d Of xt:, the initegral can he

from (l),for each iLt. discretd asflows

Thatseh values of the processes (Xsis)i. can he calculated:-i~) frsis

p 6 1 ~~)gs~is)n~~'
Xlj. cxp( COD(0))S)iP eup(uiti)' The previous system has N equatious and N unknown variahles

S.1 %d(a).a-l to N; it's generally easily solved. Thre main difficulty of,

Given the p initial values (usM ,,Xa p) and generated random computational costs, that is why we have ssggested that a must h
values from the law of ut.the paths of each variable X1ts are easily small. To give as euample of such a framework,we have considered
computed. Moreover,the normality assumption, associted with a the production block of PLM and we have transformcd it so as it

g choice of the auxiliary variahles X1.j, simplifies greatly the remains three exogenous varinhles (among five initially). 'Thus, n=3
comptuasais involved hy the Euler equations; in effect, taking two and ebsoasug ks-)ka'.k358. we have N.5l2,The block solved
reals ab, we have the following: includes two Euler equations, one inna quadratic form and the other

Is linear.

* Et(Xi.t+l)a(Xktl)b-exP(c)rJ (Xj,tI-s)~k(j) 'exp( ) IV, CONCLUIJON:

with for s-Iltop andj-.lto 6: sj Regarding to the macroeconomic models cuivaturc, Laffargue's
at-a Cj(0)+b Ck(0). P~I,(sj)-s Cij(s)+b Ws~() method is likely to he numerically efficient, shefo becuse we expect

a small number of iterationa of Newton.Raphsoa type. Using a
* and -a mh+b mk~aZ oi /2+b2 clii /2+3 b (rik. formal derivator, she meshed is very tractable. Is the other hand, if

the maodel is its inital form doet sot ensure the usicity solution
Ei.3is the exP~tation opertor conditionally to the isformatio condition, it is generallypostihle to transform it, by simple

set avallable at the date . Tbcue formulas allow us to coeduct thec operations, to get the eequi form
main compuiations involved by Euler equations. Backward-mappisg mihod se, alto, interesting for a ipoef

stochastic simuation or estimation. Tauchen's method in found to
he feasible osly if the model to solve includet a small number of

H. Markov process approximation. If the exogenous exogenous variables but even is this cain. its computational cost is
variables appear mnan anticipaied form undcr the operator Eit(.) or if impottant. By the use of the normality assumption, the framework
we want so relax the normality aasumpiou, we havethen, to is numerically simplified; however, when nimplifyiag the
develop an other framework. That in Tau4 a's methodology which computations byr a convenient cho ice of auxiliary variables, we may
we have introduced In the contest of this study. Unfortuately, this not obtain ertin variables is theitr structural form.
,method, used an a backward'mapping, one, is too numerilly
expensiv if coaducted on niodels including mare than three or fou
exogenos variablet.at it can be sees further. For a purpose of
simplification, let's considcr a model with It exogenos variablen References:
(n<5S); (Xi Oltane the auxiliary endogenoss variables chosen for Laffargue. J-P (1990): RItoluiion d'un modtle mrucrodconormique
backward-imapping (thenjiul to n). With the sm notation$ a s in anticipations raioanelles; 'Annalesd'Ero. etrsar.. 17.
C).asssme that the vector xt atisfies the property (1) with p-I Laffargue. J-P. P. Maigrange and T. Pujol (1990): "Use maqueste
bus without the normality of ut, We have, aow~t prosimate the tramesoselle de ftioomoic frangsise avec anticipations ranionodelles. et
AR(l) proces by a Msekov oft with a finite numr of states. Four coocutnesse .nonuv1Aistique' CEPREMAP Worka nf Paper.
stepa mastbe achieved: Lee, B. S (1989 )z 'Solving. estimating and testing a nonlinear

a) W trnsfrm he rlaton 1) o obainan R(I proesswitout stochastic equilibrium model, with as example of she asses returns
a)teWep tanformthe raiona(l~ v obtaan c matrix fror wthu and inflation relationship ' J. E.D C., 13.

snirees ad wtha dagoal arnuc-coarinc mase or he Sims. C 1985), " Solving nonlinear stochasticequilibrium models
noiscs.which we note Nl(o5 . (X'u0 are the transformed "entries". backwards'" Discussion Paper 206 (University of Mianesota),

Tauchen, G (1986 ): 'Statistical properties of generaliced method.
b) The disrete-vauud Mlarlcv procent.desosed by (X'1.5 ), of-moments estimators of structural parameters obtained from
approximating the AR(l) process. is then computed. Ansme &~it financial market data' Journal of Business and Econonmic
each variable XLsd han k1 valuen~gives by: Sratisuics.

Xsd,(k).D1 (k.(ki+I)12) ,i.. ton. k'.lto kI
where. D,-2 rT(jl (k;.I): r-3 was found so work well.

Consequently, the vector et5 has N states, Nuk, k2.. kn.

c) The transition matic fstts,o'). and a'.l so N, is then
calculated, using the estimated coefficients of the trasafeormed AR(l)
process.

d) F'mally,we reverse the transformation and return so the Iaitial
relation (1): the values of the Markov process am trodified, but not
the matrix MI
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Abstract LsL(e, 1  1

in this paper we describe the algorithm OPTCON which has been with
developed for the optimal control of nonlinear -stochastic msodels. It Ltu) I (Xr firc A Ax

cnbe applied to obtain aproxmaie numerical solutions Of control Li6~i , / W - (2)

problems where the objective function Is quadratic and the dynamic err denotes an ii-dimensional vector of state variables, us denotes an
system is nonlinear. In addition to the usual additive uncerAtainty, some rn-dimensional vector of control variables, The a-dmensional vector
or all of the parameters of the modal may be stochastic variables. The &i and the m dimensional vector ii, denote the givea 'ideal" levels of
optimal values of the control variables are compute ink as iterative the state and control variables, respectively. S 6rnio the imitial and
fashion. First, the time-invarianit nonlinear System is linearized around T' the terminal perled of the finite planning bolibooi.
a reference path and approximate by a time-varying linear system. The matrix W, Is defined as
Second, this new problem is solved by applying Bellman's principle

of epsimlsy. -ahe resulting ifedback equations are used to project "
expected optimal state and control variabsles. 'These projections then W, - ~ !5 to' S.-_ (3)

serve as anwreference path, and the twosteps are repeated uii
convergence is reacied. Tht algorithm has been implemented in the where WA' Wt-* , W", and W,- are (nax a), (nixes), (m x a); and
statistical progamming system GAUSS. (mr X so) matrice, respectively. Furthermore, we require W, to be

constant apart from a constant discount rate Ati

I Introdutction WV. ci"W, t .S,. 2',, (4)

"any econonic problems can be vies-ed as involving %he optimiation where WV isa3 conttant matrix. Without loss of generality illIs assumed
of an inertemporal objective function by a decialon-mahec whe is con' that W is symmetric, which entals that

strained by adynamic systemssubjeet tovarions hindi of uncertainties, W. INV.1. (5)
Such problems arise both on the level of the individual firm as well as

on the level Of policyzmag for a national econmy. Stochastic op. Defining
timom control theory has proved to provide a powerful methsdology
to deal with such problems. Stochastic optimum control problems are -,~(i

usually rather complex, thus for most models only numerical solutions (av, X,,: (
can be obtained for particular values ef the parameters. Even then,I
in most cases only approximation$ to the true optimum solution cant s4 6(')v (7)
be found at present. Thus, there is a need for further algorithmsic\O/ \ /
developments. In the present paper we report on a new algorithm (2) can equivalently be writtens as
for the optimum control of nonlinear dynamic models that allows for
additive uncertainty as welt as for the presence of a stochastic Pa. -Lt (xi, us) rr''
rameter sector !in she system equations, in be called OPICON. IrIs 2~x,, ( X + (x sviw('
present % ersion, 0OPTCONf is limited by two simplifications which pre.
t ent the solutionsA ol ton ed in be truly optimal. FitsA, comp atalsn of The rlysta sy nls As ii ssuated iv lb, giovilt by kshe systeni oi ;A.Aise
approximately optimal policies are obtained by applying repeated Lia- difference equations
earirations tnthe given nonlinear economic model. Second, we exclude t=ft1,st.4J+s 9=S. .any leasning about the system parameters. A GAUSS implementation x fxr.nru.x,+e, t=, .2 (9)
of the algorithm exists which can be obtained at request from the
author mentioned first. More details on the algosrithm and on some where 0 denotes a p-dimensional vector of unknown parameters, sit

applications are given in 161 denotes an 1-dinsensional vector of nsoA controlled exogenious variables,
and es ir ut-dimensional vector of additive disturbances. 0 and
es, s = S_,..2 are assumed lo be independent randomi vectors with

2 The Optimuim Control Problem hknown expectations (0 for 0, 0,, for t,, 5 S,_., 2) and cova-arice
matices (SOO for 0, Vee for et, t 5 ,...,T), f is a %ector-vadued

OPTCON can deliver approximate solutions to stochatic optimum function.
control problems with a quadratic objetive function and a nonlinear
mudtivariable dynamic model in discrete time under additive and pa- ___________

rameter uncertainties. Thus, we consider ant interiemporul objective *sA._cA.1 nopo.t i ,o s -PeaS, Fuse - do"rs c v~eokSlo
function which is additive in time .Ad cam be written as roos -'Icourt puset no. P Sto . VWy w ...csl assoeeud
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3, Ov ye oaPC-N.The matuices A,,Bt and the vecr, ziciunetsous of the
random paramcter vector 0 and mxe, therefore, random them.

loya of he A~ovs~rmsiAves. Both matrices can he written as collections of their

syitem function f(...counetrs

initial values ofstate variables *Cs-% is..u A=(a,,t _. a".), tos, .,T, (22)

tentative path ef central variables (6-)"rs B. (b,,, ... bt,.), t=S,. 3',. (23)

pathof nn-cotroled eogenus vniahesEach~ of these column vectors as Well as CC are functions of 0.
expected values of system pdrsnaeters 0 hae ylnerfntos

covariance matrix of system parameters xee T~ese functions re approximaehyhsefcto.

ovariance matrix of system noise 5" D n'110I,.. (24)

weighting matrices of objective funsction W"r, W" W
0
" a

t icutrate ofobjective function a btr S,..,T, (
"idea" path for slate variables 4f') 44. c, D'0 I S 2,(26)

"ideal' path for control variables U1,. hr "A bj n c eoemtie fata exa

Output of the Algorithm tives of the elements of (22), (23), and ci, respectively, with
expected optimal path of otate variables ('t* 71s respect to 0."
expected optimal path of control variables (u,)T15  We reshape these matrices as

expected optimal welfare loss BA3 D'- [va (nt~ .. ,e ( '' (27)

DeoCriplos of thae Algorithm B, . [vc(b.)),,e((Bb.-)s) , (28)

1, Compute a tentative sltt path: Use the Gauss-Scidel algorithm, d", a(e(B~~I (29)
the tentative policy path (tsand the system equation f..

to calculate the tentative state path (QT).S according to W, Compute the deriratives of the parameters of the linearized

DAI(r.s*,i,&r+t (1(.-0))'011jF,0,+P._,](0

2. Noulinsrily op:' Itepeat the steps (a) to (e) until conivergence isDA ((.-F, l] o 0 t+o 1 ],3)
reached (I e., until the optimal control and state variables calculated B

0
', . (31)Fo) i] F~ll+ 0 o

do not change more than a prespecafied small number from one It. ~ ~(1
eration to the next) or the number of Iterations is larger than a dis . ve[(I. - P,)

t
lrol -

pftopedfed number, This procedure extends the one developed in tOj
(11, - A.,_.. - D"16,, (32)

(a) lssitiahration for obackward recursion, where Fx_ 0 , )F0 ,0 , and Fa, 0 denote matrces of second,
order partial derivatiives of f, 1ntroiduced is a way analogous

Ilra 0,,.(11) to [3), and all derivatives are evaluated at the name reference

ar+ =O0, (12) valu"Ls2. above.-_____
0, (13) Compute tht influencdiftf -Sschlastic pa-rameters: MR~*
- 0, 3) polo all the matrices 3 'AKA, 7yOXA, yrosn AKC oSp4,

a 0, (14) and VgKO, the cells of which are defined by

(b) Sseksard ecssia~s ~ a0. (9) yAKA)a utr (KD'1JSOO(Bn t1sj ::. (33)
Repeat the follohiing steps I. to mu. fool aT,._$" (Bb11A)5] =a t,,D".,_,

%.Compute the expeCsvJ values of the parameters of the has.C (Dl1] = (4

tasined system equation (rBXKBjm,=tr[IDbJ S0(Dbsa)j] ;!.:s(35)

X, e4 s x,.I + B, us + f toS. ' (+0 [VAKOJstr[(KtB"4
0 0

(D)' Ia =I.^, (36)

with iBO-t KDlio( s1] n (7

B, (. F.)-Ir, (8) PKiiasrIX,De5 00DclIya]m (37)

A, a Blat,
5

F,, (19) L

a - ,~r.u ll~ 5 , 19) v. Convert the objective fanctson from lquadratic-tracking" to

a (,, F,)'t,(10) 'general quadratic" formatz

z: cvs.~,,_ ,)= a o~lw.a, (39)

a I 0 )
t
5 (0-r~~. (21) W_ 1-w.., (40)

where I,. denotes the a-identity ruutrixt Fx,. 1 F0 ,, F. 1, and =" ts'-IN" (41)

FOace matrices of partial derivatives of f with respect to Ws' _ W;,%a - Wmt0, (42)
xt.a, its, Us, and 0, respectively. In (17)-(21), all derivatives ve a C - W, ."', (43)
are evaluated at the reference values ki1, It, ill, b, zi, anda W s +iV"t+ iW"'s.(4
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vi. The key idea of our algorithm OPTCON is to use Bellman's a. Comrpute the rspete oistsml state. Use the Gaoss-Seadel I
principle of oitimality. algorithm to compute x; suds that'

where J,*(xi-.I) denotes the loss wihl is expected at the end (d) Set the niew, tentaise pathts for the nest tersiion,
of perio t-1 for the remaining periods t,...,T ifthe optimal
policy i mplemented during these periods, s.-1 (.) denotes (7
conditional expectaiion7 xa..i, , and Uk-1., k 8)S (if~.(8
S + w,.tae known at -the time whea we ha e to decide OS (cT. (8

about iii. It ca= be sosn that J,6(*_i~) carn be expressed &a (e) Compote the ezpWce teelfure loss,
aquadrAtic function of xi.ir

u 4~~llxs~ + ~s.sh~ 4'li~~s 
14

i +I~ei.(69)
J,(x.s) u xr4,ixs.t+ xi'.hf +14 +h14+h14 (48)

for all'jetio-ds z = S,...,T+ 1, where III, b,1 , ,, and h', 4 Concluding Remarks
are defined below, Here ue introdute 0h folloiwing simplify.
ing issomptienot
A. Each occorence of Et..1 (.) is substituted by Es- (.4, and In orden to illustrate the feasibility of the olgorithm OPTCON ard

ecoeccurence of covi..i(..) is nubstitutedt by covs..i(.,) its GAUSS implementation, wea have applied it to a sm~roeeonemic

foran t ,S+i,'. "'T+X. Thus, we rslcut any learning policy problem, the controls are fiscal and monetary policy variables,
about the parameters of the model. the states are macroeconomic target variables, and the objective fonc-

B Although A,, Bi and ci ase, in general, nonlinear fonc- tionaexpresosesa hypothtical policy-maker's pefeences. We haveoused

treat of 0, we will compote thei r expected values by eval. two small econometric models of the Austrian economy with eight (six)

easing the equations (17), (18), and (19) at the re~ferensce state variables, three control variables and three (lye) non-controlled
values kt1 0,. ii,, Rss (0), zt, and Is .0O,, which were exogeneono variables. Different control experimenti were perfotmed,

true only in case of linear functions, where the parameters of the model uire regarded first as knewn with
certainty, and then some stochostic parameters were tentatively in.

va. Compute the paramieterseof the function of expected accumu- troduced. Finally, the stochastic. nature of al the parameters of the
lased) loss- model (the coefficients and the constants) was taken into account by

assoming the estimated values of the parameters lo be their expected
K, W11 + I,+,, (47) valuesand the c'$varianco swatrrc of the coefficients of the model, which

14 +1w,4 h 4 1 , (48) is delivered as an output of siultaneous estimations, lo be the cevari.

As AA+ A'KjAj, (49) anco matrix ef the parameters. These optimum control experiments
A, (r , (50) were carried out on an IBNI compatible 12 MHzr PC-AT with an 80287

Ars) mathematical c,,, tocesser. The running time of the GAUSS program
A, 3TDKA + D3 t,A. + WI-A,, (51) of OPTCON ranged from 8 win. 5 sec. to 24 rain, 37 sec. The results

47' YIBKB + D;K, +- 2BIWiu + W, ", (82) of the experiments show the influence of parameter uncertainty on the

Af 4Ae' . A' X,c, + A' k,, (p) results of optimal policies for the two models contideresi.

a l" + DB0Cic, + It~k' + WV7c, + wI', (54) Several directions of further research may be suggested. Mere opti-

* t 1 .35 iration experiments are required in order to study the results under
m2t 

1~'~ 4
i (85) a greater variety of stochastic parameter patterns and different eco-

a + 4~, 88) nomic models, For the algorithma itself, there exist several possible
V, I" + ht+ 1(56) extensions. Dy adding updating equations for the stechastic parame.

' K~sc, + c~kl+ vI+h111 (87) sets suds as the enes used in (4), it could be expanded into a passive.
AI learning algorithmu In the Sense of[(2). Another interesting extension

toube considered is she future will be the examination of the effects of
viii Compute the parameters of the policy feedback rule- decentualrred policy-makIng, here results of decentralized control the-

m, = (A-)-' A,, (6s) cry (dynamic team theory) and dynamic gains theory wilt have lo be

9 t-(4Auy
5 

xI' (89)

ix, Compute the parameters of the function of minimal expected Referenaces
accumulated loss

III Gregory C. Chow, Econometric, Anaslyss by Control Mfethods km-i
A," --A,' (A'~ t, (60) Icy, New York 1981).

hIl z: A,- Af-(I~) A' (61) [21 David Kendrickr, Stochastic Control for Economic M'eodcls

h, A' - 1 (A)(,)(62) (ldcGrawltitl, New York 1981).
A (2 ) ~) ' [3] Elisabeth Chase Miacllae, Matrix derivatives with an appLica.

h, A,, (63) tion to an adaptive inear decision problem, Annals of Statistics,

14 c A'.(64) 2(1974) 337.
(4) Elisabeth Chase Mdaclae, An adaptive learning rule for multi-

(c) Forward55 3eeqetsn period derision problems, REonometrica 43(1975) 893.
Repeal the fcos-rng step s. and ii. for fI= S..,T. [8) Josef Matulka and Reinhard Necd, OPTCON. An Algorithm for

Icompute the expected epismul Patcy. the optimal control of nonlnear stochastic models, Research Re-
port 9007, Ludwig Boltrniann lostitut fir 6konomritche Analynvai

U; Gtx,.i -Si~ . (65) wirtsdsaftspolitirser Aktiviten, Vienna 1890.
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Abstrace - The purpose of this paper is
to analyze the optimal ordiati ang d (t): a I -dimensional v ector (called
interdependent economies wflan udepen- 2M-vectorl including the current and
dently acting coordinato , uing aspects agged r n-controllable excgeno vara-
ot hierarchical control theory in a bles of the i-th subsyste, ann! is the
linear (izedquadratic fra sork, uatrix of te ii iztio of pureexogenous data.

I-I'orODUCTION t hu(t)e: an n,-didensioal residual vector,asmining that
Once the 1992 u thficato o of Europe fsunto, subjectd Elt ane ti,

achieved, the single Mrket wll reduce where 60 amod el are roeckr deltais.
the room for Independent plcien as eu
micght enlarge the existng imbalances The Hierarchical cotrol d roblem
among sectors, regions or, also, toun- consists of the bnemizaton of each
tries. To prevett this situation, the subsystem's and coordinator's objective
Eu opean Comission, or the Board of function, subjected to an econo=erle
Prime Ministers, will have to act as a odel. These objective functions are
coordinator of more balenced economic expressed by similar quadratic functions,
policies f which are the expected weighted sus of

b - THEORETICAL FRAM ORK the squared deviations between actual
targets and thz/desired targets, and the

in order to an lyze this relationship actual controls and the desired control
under the assumptio that Hierarchlcal variables. We assure that the subsystems
Control Theory apples- in this acr- would adopt a myopic behaviour, i.e.,economic framework, we have built an they--would -decide their plicy period by

annual interconnected econometric model, period since they dont know the target
based on the COMET-V model (1988 for the variables of the coordinator and theCommon Market. The countries under study other subsystems in advanced. The sane
are the EC countris less Luxe-burg, and holds for the coordinator.
an aggregation of these countrwgs (ECi.
Trying to capture the interrelations(i, . ) a
that are taking place whithin this ft be poi e(Y i-d'int ad t)system, we can write its reduced-form as: I u,(t) - lei (t)l It,(t) } (2)

¥1(t) w-A, YI(t-1) + Ajo Y0(t-1} + where ¥Y! and u",, i-0,1,..,V, are the
+ Bi Ul(t} + Do di(t} + M;t) (I} desired target and desired control varia-

bles, respectively. The weighting
where: matrices Q,(t} (i=0,1__11,) a.e-assumed
Y,1(t}:. an m,-dimensional vector to be positive semi-de*inite and R, (t)

containing the endogenous (target) (i-O,1,.o.,N) are assued to bo positive
variables of the i-th country, definite.
representing the objectives for the N According to the Certainty Equivalence
subsystems (i-1,2;..,N) and the Principle, the optimal solutions will be
coordinator (i-0); A, (i-0,l,...,H) is a the same i:& a stochastic optimal control
matrix of the system parameters belonging problem with additive error term as in a
to the lagged endogenous variables, and deterministic optimal control problem.
A1 Is the matrix of parameters belonging Taking the first derivatives of these
to the coordinator's target vector, objective functions with respect to the
denoting the effects of the coordinator's control variables, and equating these to
lagged endogenous variables on the i-th zero, we obtain the control solutions.
subsystem.
ul(t): a p,-dimensional vector of the III-APPLICATION ON A EUROPEAN MODEL
exogenous (control) variables which are
subjected to control by the i-th policy The model used is a linear(-ized)
maker and B is the matrix of coeffi- econometric model, with about 8 behaviou-
cients of these control variables. ral equations per country. These
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e,ations refer to private expenditures The main conclusion is that there. is not
1co ption and investet, forein a significant difference neither between

trade (total exports and imports). price the 7cp-Down ard the Mixed Top-Down poli-
indices (gross domestic prod-c deflator cies, nor between the Bottc-Vp and the
and prices of total exports), Mixed Botton-Up policies, so we sty say
unemployment -ate and m stock. A that it is very. isportant who determdnes
definitional eT-atio for trade balance the initial targets. Comparing amony.
was also Introduced in the model. The policies, and considering all the
interdependency among countries is equations together, the Top-Down pxolicy
measred y m s of the quantity and se to be the more accurate for
price transission in the intAirnational Germany, France, The Netherlands,
trade secor and b considering, Belgium, United Kingdom; Ireland, Denmark
explicitly, the lagged coordinator's and Portugal. For the rest of the

es for unemployment rate, trade countries the Theil's values were
balance, gross domestic product and its sinilar.
deflator, in the countries' equations. For EC, Germany, France, The Netherlands
The main control variables used in our and Belgium, the Thcil's coefficients for
model are the effective direct tax rates the target variables were rather small,
on household and company income, the which can imply that the observed- policy
indirect tax rate,,and the rate of social was close to the optimal. The rest of the
Security contribution of households. countries present larger values, which

Other important control' variables are implies -that the observed policies are

monetary policy variables as the long or not considered to be the optimal.

short term interest rate and the exchange Analyzing the Thail's coefficient for
rate with zespect to the dollar (annual the control variables, the larger values
average), and the governmental subsidies, were observed for the interest rate which
wages and e=ploynent. The zodel was say imply that a strong monetary policy
estimated on a yearly basis for the is necessary. The govern=ent wages shows
s=ple period 1960-1986, and was applied large values for Italy, The Netherlands,

to analyze the optimal coordination for Ireland, Denmark and Portugal. For

the period 1987-1992. Irland, Denark, Greece and Spain large
values were also observed for the

In our experiment, the wheighting natri- subsidies and the people employed by the
oes were considered constant and

diagonal. The Q,-values concerning the govern.ont.
GDP-deflator, unemployment rate, money IV - CONCLUSION
stock and the deflator of total exports,
were set equal to 2 and the other Q This paper deals with the application of
values were considered equal to 1. The R,- hierarchical control theory on a sinulta-
values were set as an identity matrix. neous econometric model for the European
The optimal control policies can be community. y the analysis of the controldivided into different categories,Comnt.Bthaalssftecnrl

depending an the direction of the solution we say conclude that for most of
Infordation trans-nsson. We concentrate the countries a controlled policy seems
infourmatiran s ion. eu c tte oto be near to the observed policy.
our analysis on four ty'pe of However, analyzing equation by equation,
informational exchange being defined as: it is difficult to deteruine which
- Pure Top-Down Policy: the desired policy is -better" for the system as a

targets and desired controls determined whole. it will be fruitful to improve

by the coordinator, are transmitted into this policy approach by refining the
the subsystems' optimal policies.econometric mol It w i b al- PreBotonUpPoicy echsubysemeconometric model. It will be also

- Pure sottos-Up Policy: each subsystem important to sake some experiments
determines its control policy, and variating the weighting matrices involved
transmits its information of targets to in the minimization problem, or setting

the coordinator, who determines his different desired paths for the

optimal control policy given the variables.
subsystems' targets.

- MixeC Top-Down Policy: the coordinator REFERENCES
determines the overall target variables,
but imposes no restrictions on the values - Ito, Y. and de Zeeuw, A. (1989).
of the subsystems' control variables. -Hierarchical optimal Control Policy

- Mixed Bottom-Up Policy: the "Hiroach in Econoetric codels for the
coordinator receives the information of Appoan Conotri Ioels or
targets from the subsystems, and Decentralization. Working paper, Tilburg
transmits his desired control variables DeceritipUniversity.
to the subsystems. - Findeisen, W. (1982). "Decentralized
We compared the optimal targets and the and Hierarchical Control under
optimal control variables with the Consistency or Dissagreement of
observed values, by-means of-the Theil's Cnssn or iagreement of
inequality coefficient. This coefficient Interests , Automatca, vol.18, n 6, pp.
will measure the distance between the 647-664.
values obtained by the application of the - It, y., Plasmans, J. and de Zeeuw, A.valus otaied b th aplictionof he 19U). "Hierarchical Optimal control
hierarchical control solution and the (1991). Hirarchic Otal ontro
observations, for which the OECD data Apprc for lc E uoein
(and its predictions until 1992) were Econometric Models for the European
taken. Comunity". In preparation.
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A VIIKG TREATXWT 0P

EIPAIR COST LIMIT KAINTMANCE POLICIES

Frank 3eichelt
Ingenieurhcchscbule - ittweida

Deprcen of Tathe=attSb
0 - 92M"Xittweida, Gemany

Abstr!at - Repair cost lictt cairtasnne po- 141. Thus, type I failurtq ay be interpreted
i01,T3re chaaoterized as foVAwi'bhen a as slight-coes, easily to be reoved, whereas

syt fail!ir-e urs the neaesex y repair type 2 failure--cay be cesplete system break-
cost is ev icsfed. If the ezticagea coat ex- downs. A failure occuring at system age t is
sceds a given Iiiit, then the system is-r- with probability p(t) of type 2 and with pro-
placed by a new-one; otherwise a cinicasl ie- bability. (t) 1 1-p(t) of type 1. All repla-
pair is carried out. Baeed on an inhomogene- cement and cinimal repair times are assumed
ous Poisson failure procets-a general and- to be negligible.
unifying approach to repair cost liit s aite-
nance policies is presented. Important~spe This failure model has been first introduced
cial cases are discussed In detail. Optimal by Baichelt III in 1976, see 131 and 14J for
repair cost limits are derived. isprovy4 versions. Later the special case

p(t}-p has been reconsidered by Fontenot and
I. INTRODUCTIO1 Proschan 161. Here a short survey on those

results Is given needed frr the purpose of

During the past 40 years =any mathematical this contribution.
models for proper scheduling of maintenance
actions have been developed; for recent sur- The lifetioc 1 of the syten is assuned to
veys see 141 and 191. Their principal objec- be a random variable with IFR (increasing
tive is to find maintenance policies being failure rate) distribution function F(t),
optimal with respect to given economic or re- survival function (t) = I-F(t), density
liability criteria. A-ong these policies the function f(t) = F(t), and failure rate
important class of repair cost limit replace- q(t) = f(t)/P(t). Let a cycle be the time
ment policis is characterized as follows: between two neighbouring replacements and
When a system failure occurs the necessary G(t) be the distribution function of the ran-
repair cost is estimated. If the estimated dom cycle length Y, 6(t) = 1-G(t). Then
cost exceeds a fixed, possibly tine-dependent P(t- Y S t+ atIY- t) - p(t)q(t)at + o(At)
limit - called repair cost limit - then the
system is not repaired but-replaced by a new so that
one. This basic model may be combined with G(t+At) G(t) o(A t)
age and block replacement policies to obtain - (t) - p(t)q(t) +- .
models being rather useful for practical ap- At At
plications. Usually the long-run average
maintenance cost per unit time (maintenance Letting at -0,
cost rate) serves as an optlcility criterion. G'(t)/G(t) - p(t)q(t).

Repair limit replacement policies have been Hence p(t)q(t) is the failure rate belonging
already proposed by Gardent and onant In to G(t) so that
1963. Drinkwater and Hastings (1967) computed t
optimal repair cost limits by an approxima- -(t) - exp(- 5 p(x)q(x)dx). (1)

tion procedure which successively improves 0
given repair cost limits. Under the same as-
suoptions as stated by Drinkwater and If Xk denotes the time of k th type I failure
Hastings (plecewise linear failure intensity, then it is well-known that or. condition Y>Xk
piecewise linear repair cost rate, exponen- the cocmon probability density function of
tially distributed repair time) Beichelt the random vector (X1,X2...,Xk) is 141
(1978) derived the exact average cost per
unit tire so that optical repair cost lisits -'x2< .. 4 'k
can be computed by any available optimization f' "'2' ' 1, otherwise, kZ2. (2)
method. Later Park (1983) reconsidered a spe-
cial case of this model. Pased on a general Let Z be the random number of type 1 failures
failure model, in this contribution a unify- within a cycle. Then,
Ing approach to repair cost limit models Is
developed allowing arbitrary repair cost di- P(Z=O) = 5 p(c)dP(t), and for n> 1, using (2)
stributions. 0

II. A GENERAL FAILURE MODEL - tn

At time t.O a system begins to work. Two ty- P(Z-n) S 1- [5 p(x)q(x)dx] p(t)dF(t).

pes of system failures may occur: 0

Type 1: failures of this type are removed by Hence,

minimal repairs. 
co

Type 2: failures of this type removed by re- E(Z) = -nP(Z-n) S Q(t)dG(t)-, (3)
placements. n'0 0

By definition, a minimal repair does not af- t
feet the actual failure rate of the system where Q(t) - 5q(x)dx. In particular, for

0
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p(t) a p, The problem consists now In computing a-repair
cdSt limit cac* minimizing (10). It will be

EW -p~qt)Q~~eQ~t~t-Isolved on condition of Weibull-distributed li-
0()-pqtQteQtd~ fetine: F(t - exp(-atb). In this case,

0

If c= anld c_. denote the cost of a minimal re- S()=(()1b ~(~X (c()

pair- and a replacement, respectivelyI then [01
the long-run average maintenance- cost under Hence the problem -of minimizing K(c) is -equi-
the failure mnodel described Is valent to minimizing R(c). From dR(c)=0 there

results a necessary condition for the optimal

5- Q(tdG(t)-i] O+ r =

5 E(t)dt 11(c) 0 - r (12)
0 For b- I there is a unique solution c-c* of

In particular, for p(t) mp, (12). The corresponding minimum codified main-
1-s tenance cost rate is

0 cm+ or(6) (c*) . -(r -c* f.)1/b
K - b-i b-1

S(V(t))Pdt re-x s
0 Example 1. Let RW -I-) O~sxecr5>O.

III. MAINTENANCE POLICY Then-the aedaified maintenance coat rate (11)

Let C be the random coat for removing a sy- i
stem failure. Then the iaintnancepolicy --

considered here is the following one: 'K(o . r (_r )s-s/b + Or-c s/bill

On failure the system is replaced by an I041 Cr-O or- -) I
equivalent new one_- if C execeeds a-given re- adteotmlrpi otlmti
pair coat limit c; otherwise a minimal repair adteotmlrpi otlmti
i s carried out. 8+l rb-I

If C denotes the constant replacement cost 0. . 01 V +- )cr-
and Rfx) - P(C~rx) the distribution fuinction
of C, then it is obvious to assume REFERES

ifIIer eichl F.* A general preventive cainte-
R(x) 11Ix C and O <c <r' (7) nae policy. Mathem. Operationsforsohung

Lo, if x<0, und Statistik 7 (1976) 6, 927-932. li
The repair cost limit model can evidently be 21Belehelt, P.: A new-approach to repair i
iftterpreted as a special ease of the failure mit replacement policies. Transact. of the
model discussed in section II: A type I (typo 8th Prague Conference on Information Thee-
2) failure occurs if and only if C:Sc (C> o). ry, Statistical Decision Functions, Random
Therefore, Processes, vol. C. Academia, Prague 1979,

- R~e) p - 31).3(8
R~o),p (8) 131 Seichelt, F., Fischer, K.: General failure

In what follows if will be assumed that p model applied to preventive maintenance
does not depend on time, i.e. neither C nor c policies. IEEE Trans. Reliab. R-29 (1980),
depend on the system age at failure. Hence 39-41.
(6) can be applied for computing the expected 141 Beichelt, F.i Franken , P.; Zuverlgssigkelt
maintenance coat rate K-K(c). But an ieper- end Instandhaltung. Mathematiache Methoden
tant peculiarity of the repair coot limit me- (Reliability and Maintenance. Mathematical
del has to be taken Into account,. the sean Methods.) Carl Hanger Verlag MUnehen-Wien,
repair cost cm for removing a type I failure 1 984.
depends no% en o and, hence, on p: 151 Drinkwater, R.W.; Hastings, N.V.J.: An

economic replacement model. Oper. Res.
-~~~~ ~(~ -Qart. 18 (1967) 1, 59-71.

(9) 'e!()* 161 Fontenct, R.; Proachan, F.: Some Imperfect
0LO maintenance models. The Florida State Uni-

where W(x) - I-R(x). (Note that c, Is the ma- versity, Department of Statistics, P50
thematical expectation of C on condition that Statistical Repoart M 667, 198).
Oise.) Thug, (6), (8), and (9) yield the ox- 171 Gardent, P.; Nonant, L.: Entretlen et re-
pected maintenance cost per unit time (main- nouvellement d'un parc do machines. Revue
tenance cost rate) fr. Rech. Oper. 7 (1963) 1, 5-19.~(~x±181 ParkI K.S.: Cost limit replacement policy

under minimal repair. luicroeleetronics and
iF~xe) + r - Reliability 2) (1983) 2, 347-.349.

K(o) = 0 (10) 191 Valdez-Flores, C.; Feldman, R.M.: A survey
R~c~dtof preventive maintenance models for sto-

aw ehastleally deteriorating single-unit sy-
0 stewa. Naval Rea. Log. Quart. 36(1989)4, 419.446.
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-ECNOhICALLYOPTIMIAL PROCESS CONTROL USING
SEOUENTIAL SAMPLING PLANS -FOR VARIABLES

- OLGIERD HRYNIEWICZ'
Systems Research inctitute

-f -Newelska 6.WarsawPOLND

A.bstract - Sheiuart's Rrcbirt hasbeen widgly probability less-than one.Thus.there are two
used. for. process clontrojx i'n ,quallty types of error involved:type I error a. and
charact6rlstfca are normally distributed. A type II error P.
general.model-foroptmal- .design ,bf c6ntrol We consider the following control
procedures has. been proposed Ih procedure. After first h produded Items we
Hryniewilz(1990).Inth'e paper this, 6Ddel is sample consecutive items observing their
used.toesigneconomcailyoptiai -seudential values x' 1-1,2.... . The test statistics has
proce'dures.Comparlson of the, proposed op a In

procedures'and traditIonalShwbart's control ' Wing form

charts is presented. -x -

b -y I < a + sn (ii

1. INTRODUCTION < I-i

In 1924' Shewhart lntrdducsd a iew methcd -where s-612. We continue sampling until the
'for controlling the quality of a production two slded'!nequallty (1) is fulfilled. When
-process-the control chart. Methodology after n Items observed the sum in (i) Is
introduced by him consists ofcsamplingfrom, a greater than a+sn we stop the ,process and
process and evaluating the samples lnrorder to perform an Inspection. When it is smaller than
find a signal that the ,6onsidered production b+sn we stop our sampling procedure and do not
process is,out-of-control.Wienever this, stite interfere In tha production process. The next
of the process is indicated searching' and sumpilih begins after next h-n produced items.
removing the assignable cause takes place. The expected number of monitorlng actions
The problem of the optimal design of' control while the process operates In STATE I isgi4en
charts-using economic conaidoratlons-was flrst by (see e.g. Duncani.1956)l
solyed by Duncan(1956).Since this Very,
Important work a great number of papers E(A13- 1h) E I l/h-0.5 (21
devoted to this problem have been published, -l .(hi
especially to the problem of the optimal
design of x-charts. Orfglnal results 'IY where
Duncan(1956) have b'een modified by Von
Collanil(1986I who used as the objective R(lhial-F(.hl (3)

function the average profit:per Item produced and'Etxl Is the expected duration of STATE I.
In the long run. The results of von The expected number of monitoring actions
Collanl(1986) have been generalized In while the process remains In-STATE II is given
Hrynlewicz(1990) for a very wide class of by
control procedures. In this paper we apply the REA I (41
results of Hryniewlcz(1990) *6 develop 4-
economically optInal control procedures based Now we introduce economic parameters In order
on a sequential sampling plan for normally No de
distributed variables. to describe the economic consequences of the

actions to be performed. The cost of a

2. MATHEMATICAL MODEL. sampling action Is described by three
quantities;

We assume, that the considered production *
process can be either In an acceptable STATE I a0 - fixed cost per sampling,
characterized by a mean value pO of normally a* - unit cost of sampling,

distributed quality characteristic ,or in an n - the expected number of sampledunacceptable STATE II characterized by .6 1I -teepce ubr o ape
shifted value p-p 0 o6, where a is a standard elementswhere i-i In the case that the

deviation of the controlled characteristic process Is In STATE I duilng the sampling
The values of P0, a and 6 are assumed to be action, and 1-2 in the case that it Is In

STATE II.
known numericalIy.We further assume that the Moreover we assume that the following costs
duration of STATE I Is a random variable are knowns
distributed accordingly to a known continuous an
distribution function F(t).We assume that the - average cost of an erroneous
moment of the transition from STATE I to. STATE inspection during STATE I.
II Is not directly observable and the r* - average cost of searching for an
transition from STATE Ir to STATE I can be existing assignable cause and the following
achieved only by a special correction aotion, renewal,
We consider three types of possible actlons g - average profit derived from one unit

a) monitoring of the process (sampling).
b) Inspection (searching for an assignable produced while the process is operating In

cause), STATE I,
c) renewal. g2 - average profit derived from one unit

By monitoring we understand a statistical produced while the process is operating in
procedure which allows us to determine the STATE I.
actual state of the considered process with For the model described above it has been
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shown in Hrynlewicz(1988) -that -the optimal Eie) -ib laL(elb +
design of-a control procedur for- which the
long term profit per unit produced Is maximal 0.5L--(-Oil'

1
(l-L(16d)0(oel +

can be found by maximization of the following 0.5{ (-elLe -)-4(e ~lo (19)
objective function

Numerous experiments have revealed that the
* b-E[AIJ-EIAISi-E(A IIS2  objective function (S) Is 'flat* around itsG (h,¥)=ie [ - ] g2  maximal value.Thus.different approximations

h(EIAI]E(A 1 )5) lead to significantly different parameters of
(5) control procedures. However, in all those

where cases the-value of the objective function

SI- (a8 + a n1/e* (6) remains practically the same.
To compare the optimal sequential -procedure
with traditionally designed x-chart consider a

S2- (a0  le' (7) production process with the following2 0+ 12 parameters:
and (8) r*"l00.,e*50. .a00.,g.1. ,g2 0.1,al-0.5

b-{g-2Er-r 1/0* >0 1 '2
b- ((q1-g2 E- Moreover, assume that the duration of STATE I

It has been~shown in Hryniewlcz(1990) that the is exponentially distributed with x-0,00005.
value of the optimal sampling interval In Table I we compare the sequential procedure
approximately equals with i-charts for 2 different values of shift

6. It Is assumed that production rate is such
2(e1) that in the case of the x-chart samples are

h E(r} (9) taken after every 500 produced items.h(2A
2 -1)b+A2 (a+S IS 2) TABLE I

where A1-E(A I. and A2-E(A I1. The remaining Comparison of optimal sequential procedures
with traditional control charts

parameters of the procedure have to be found
by maximization of (5). When relative unit
sampling costa a1  are not too small Parameters -60.5 6-2.

approximately optimal sampling procedure can a 11,07 4.62
be found by minimization of
(Hryniewicz(1990)) b (seq.) -0.6933 -0.3564

,4 h l56 121

G (2A2-)(+S 1) (10) G 0.966619 0.986589

The approximately optimal values of parameters n 5 5
a and b obtained from minimization of (10) may
visible differ from the values obtained by k (;) 3.0 3.0

maximization of (5). Especially ' the h 500 500
approximately optimal parameter a Is usually
significantly greater than the optimal one. G 0.505848 0.977122
However, the resulting profits per unit
produced differ Inbothcases only slightly. The results presented In Table I. and similar

results from many experiments reveal
3. PROPERTIES OF THE OPTIMAL PROCEDURES. sIqnificant superiority of optimally designed

The main problem which has to be solved in the sequential control procedures over x-charts.
process of optimization Is the calculation of The optimal sequential procedures are
u,P,n I, and n2 for the considered sequential characterized by very small probabilities of

false alarms a (usually smaller than 0.0011
sampling procedure. Unfortunately, there don't and small average sample sizes in STATE I (for
exist efficient algorithms for exact moderate and high unit sampling costs usually
calculation of these parameters. Computer close to l.)lTheir superiority Is especially
experiments have revealed that well known significant for small shifts 6.
Wald's approximations cannot be applied. In
our experiments we used approximations by REFERENCES.Tallus and Vagolkhar(1965).

von Collani, E.(1986), A Simple Procedure to
a I-L(-8/2) (11) Determine the Economic Design of an X-Control

Chart, Journal of Quklity Technology, Vol. 18,
-• L(6/2) (12) 145-151.

nI E(-612) (13) Duncan, A.J. (1956)1 The Economic Design of
X-Charts Used to Maintain Current Control of a

n2- E(612) (14) Process,Journrl of the American Statistical
where Association, Vol. 51, 228-242.

Hryniewicz, 0. (1990): Approximately Optimal
(-Olll-6(-O-C(O)} Economic Process Control for a General Class

L(01 D( )1(1 (.0) (-Olc(O) (15) of Control Procedures. In: Frontiers inQuality Control IV (to be published)
C(0)--(exp(-2a0)/20)I(0) (16) Tallis. G.M., H.K. Vagholkar (1965)t Formulae
D(0)--(exp(-2b0)/20)I(0) (17) to Improve Wald's Approximation for Some

2 3 5 Propertlas of Sequential Tests. JRSS ser.B.
I(0--exp(0 /2)(0+0 /6+0 /40+..) (11 74-01.
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THE INSPECTION+ALLOCATION'PROBLEM IN.STATISTICAL, PROCESS+CONTROL
"CONSIDERED, FROM AN ECONOMICVIEWPOINT

BERNHARD F. ARNOLDFachhochschule Mdnchen, Fachbereich 07

- Lothstrake 34,.W8000 Munchen 2, Germany

Abstract: Controlling'a production line it is II. THE CONTROL MODEL
important to decide at which" oints of the-
lnethepr6c~ss is to be ifispected, i.e. Before performing a renewal action State lI
which of the components are monitore- simul- has to be detected. For this purpose we intro-
taneously. Optikal~control policies-aredefi- duce a set-of control polcies, given by
ned bymeans of aneconomic objective fuoc- {(p;h(M ).h(Mr)n(M ) n(r) ;c,.-.,c).
tion which can be interpreted as the average H
longterm Profit per item produced. The method Here p denotes any partition of the production

of dynamic programming turns out to be a use- line (1,2,...,m) into bloks-M,..,Mr (1~r~m).
ful tool for the determination of such opti- To give an example let be i=6 and p equal to
mal control policies. A numerical example is 12134S16. Then Ml-(1,2}, M2-13,4,SI andM-(6.
given in the~case when~several i-charts are Purth"usid in parallel. Futermore,

h(M.)clR s the sampling interval at block

. THE PROCESS MODEL (i jr),
. P D n(H.)il is-the samplesize used-atblock

We consider a production line'consistinglof m a M ,(1<j:r)
distinct' and serially arrangedcomponents num- and
bered 1. m, where production begins with cieR' is the control limit with respect to
component I and ends at.component m. The num- quality characteristic Xi (1im).
ber of. items produced per time unit, i.e. the
production rate v>O, is assumed to be constant Such a control policy operates as follows:
in time and known. Furthermore, it is assumed At~ihe last component of each block M. (1<j<r)
that component j (j-1 . m) is responsible
for the value of the quality characteristic every h(M.) time units of production an inde-

XJ, and we consider the case, where all the pendent random sample of size n(M j) (n(M j)con-

X'.+s are mutually independent and univariate secutively produced items) is taken and ana-
n l dlyzed with respect to all the quality charac-normally distributed. teristics X. with ieM: let be the values

The process starts in the in-control State 1, s X

the state of satisfactory production, where of the corresponding sample means.
the expectations of the Xj's are equal'to If Ipi-vil cioi/brn-i then component i -
their target values ti,l known: being an element of M. - is inspected.

State 1:X.- N( .02); j-I ....m; 2>O, known. If lRi- il cieo ilM holds for all i6M3,

then N. is left alone.
The time x of production in State I is assu- It is
med to be exponentially distributed with ex- i assumed that an inspection of component

pectation l/x>O, known. When T has passed a <a) reveals its actual state of produc-

shock occurs and the process enters exactly tion with probability one. If State I(i) is

one of m substate I(s) of the out-of-control recognized a renewal is undertaken restoring

State-II; i-I. m: State I.

2 Thus, a partition gives the components of the
State 11(i): X - N(u a . .iO production line which are monitored simultane-

Xi - N(V±,ioi,03); 61>O, known. ously or - in other words - gives the points
where monitoring and inspections are allocated.
Furthermore, according to the here consideredLetting C, (i-l. m) denote the event of a in-control and out-of-control states, two-sided

transition from State I to State 11(i), i.e. s-charts are used in parallel (one for each
a failure of component i, then quality characteristic).a

qi - Prob(.i), known, with qi - 1 III. THE ECONOMIC MODEL

is assumed to be constant in time. To determine the economic design of control

Once the process produces in State 11(i) we charts Duncan (1956) introduces the average
assumethat it remains in this substate until longterm profit per time unit as objective
a renewal actlo is undertaken with respect to function. This model is also described by Mont-

component i, after which the process starts gomery (1985). Uhlmann (1982) and v.Collani
anew in State I. The time between two subse- (1981,1989) use the average longterm profitper
quent renewals is called a renewal cycle. item produced which turns out to be simpler

from a mathematical point of view and seems to
be more appropriate from the economic view-
point, too. Thus, the author prefers the latter
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approach: The here fntroducd objective func- ming that to all the "partial"production
tion can be considered as a generalization-of lines o),{m-1,m i-... I .... m the optimal
v. Collani's objective function. et'be P the partitions are already calculated, then the
total profit and N the total number of items optimal partition of the "partial" production
produced, where both of the random variables line {s. m} is easily determined as the
refer to one renewal cycle. Then, the objec- optimum of the partitions beginning with
tive'function is defined by iI.*.;i..i , I - and'ending at the block {1,2,..,m},

E(PmCi]  where .. indicates the optimal partitions of
- E(PIC I the "partial" production lines {i.1,..,m} and

i-I T "i.2,..,i n respectively.

To obtain an explicit expression of the-objec- To give a numerical example we consider a-pro-
tive function we introduce the following eco- duction line consistingof six serially arrant
nomic quantities: ged cbmponeht fibimbbred ),..,6. The probabili-

g1 >0: gain per item-produced in State'I ties qi are, assimedi6 be q9gO, q2 -q3 q4-q5 0.2,
gii(i)<gi: gain per item producid in State 11(i). q6 O.1. The numerical values of the shift pa-

ei>O: cost of an eironeousinspection of rameters 6i are 61.1, 62-2, 63-1 .5, 642,

component 1. 65-1, 66-1.5. The cost parameters ei are

a(M)>O: costs of-sampling and analyzing one item e,-2, e2-e3-1 e472 eS-e6-1. The sampling
with respect to all quality characteris-
tics X with I M, where M is any blockof costs per item are assumed to consist of the

cost of 0.001 for taking one items.-and the
the production line. cost of 0.0005 per quality characteristic for

benefit of one renewal of component M analyzing one item. For instance we obtain

where M is-any block of the production a((3))-0.0015, a(13,4))-0.002 and a({2,3,4))-0.0025.
line. Furthermore, let be bl-400, b2-500, b3-300,

b4-200, b5 T200 and b6-300. The benefit bi(N)
We assume that for any block N the costs of dimi-
sampling n items and analyzing them with res_ with isM is assumed'to be equal to b i
pect to all the Xi's with i N are proportional nished by O.5% per component between i and thesampling~ ponet e b) -. ,For instance
to the sample size n, i.e. are equal to a(N)n. sampling pointdetermined by NM oritanc

we get b3((3))-300, b3( 3,4))-28.S and
In order to reduce the number of input-para- b3((3;4l5))-297. This approach of calculating
meters, we maximize the standardized objecti- bi(M ) reflects the fact that at is desirable
ye function )rfet h atta tu eial

• m to detect failures in the production line as
: " I'* " qigII(iv/

X  
soon as possible. By dynamic programming and

li-I i with x(N)-xh(M) we obtain the optimal control

instead of e* itself. With the standardized policy (p;x(N1 ). x(Nr);n(Mi),....n(Mr);
sampling intervals x(M ):- %h(Mj) we 'get in ell ... c6 )-(1121341S6;0.03S19,0.01160, 0.0564,

analogy to Arnold (1990), where the case of 0.02563, 18.5,7,13; 3.102,3.300,3.118,3.760,
r-1 is investigated: 2.870,3.551) with .-301.80 as the correspon-

S xNding maximum value of the standardized objec-
1) ..... X(Mr);n(MI) ..... n(M'l1r); It tive function. Thus, it is best to monitor

the components I and 2 separately and to moni-

Sepai-a( N tor simultaneously the components 3 and 4 on
se-w1 75 IJ 1j thee one hand and thecomponents S and 6 on the

S I- j other hand.
! -- cqi(bi( M)( 1 -i) ei i)(ex p x( mj)) -)

i expkxIMj))'ti } References:

Herethe *i's and the asare the probabili- Arnold, B.F. (1990): An Economic R-Chart
%pproach to the Joint Control of the Means

ties of the errors of Type I and Type II res- of Independent Quality Characteristics.
pectively: Zeitschrift fur'Operations Research (ZOR)

aii 2t(-ci); 34, S9-74.

8 'a''"' ~Collani, E.v. (1981): Kostenoptimale Prifpline

a c- ni'6~)J ,c5- 5 n ) fur die laufende Kontrolle eines normal-

where icM. and a is the standardized normal verteilten Nerkmals. Netrika 28, 211-236.

Collani, E.v. (1989): The Economic Design of
distribution function. Control Charts. Teubner-Verlag, Stuttgart.

Duncan, A.J. (19S6): The Economic Design of
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STATISTICAL DESION OF FRACTION DEFECTIVE
CONTROL CHARTS AND SOME ECONOMIC IHPLICATIONS'

! Erwin H. Saniga

Univirsity of Delaware
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S Newark DE 19716'

Abstract where ARL is the Average Run Length of the control
chart vhen-the process is in, control-wlth process

I develop an efficient computational algorithm

for the statistical design offraction defective proportion defective p, and ARi. i-2.3... k is the

charts when there are up to ten different shifts for ARL when of shift-of a~specified magnitude p, occurs
which protection is desired. This algorithm allows

the enumeration of all feasible'statistical designs ARLB is defined as the desired bound on ARL. An

and thus can be extended to allow for the economic alternative to this type of statistical design is one

statistical design of-fraction defective charts. A in which it isdesired that the conrtro chart does

third-use of this algorithm is to design single not signal a shift when the shift is small, This

sample acceptance sampling plans with specified AQL type of design, which was proposedby Woodallcan be

and LTPD under a Type-B scenario, defined as (1) above with the exception thatfor i-2.

the constraint is' replaced with

Statistical Desivn of Fraction Defective

Control Charts With Some-Extensions ARLs > ARLB,

I. Introduction We can define ARL in'teors of a and P.
respectivly. the Type I and Typo I error

In this paper I develop an exact. probabilities of the control chart. Specifically,

computationally efficient algorithm to statistically

design fraction defective charts. This algorithm can ARL - 1/a

be used to give protection for up to ten shifts in

the process parameter. A slight modification in and ARLt - 1/(1" ). (2)

input allows it to be used to design fraction For fraction defective control charts we can define
defective charts for the situation 

In which small

shifts in the process a and 0 as

parameter are to be disregarded, a situation explored

by Wosdall(1985). a-l- I ( -Pi rjo)

Ihile this algorithm can be used on a stand

alone basis, it can 4lso be used as the basis for

economic statistical design of fraction defective 1.3,.,k
charts since it allows enumeration of all feasible Psp. j Ps(- ,,

statistical designs; these 
jointly define the

feasible region for an economic statistical design.

(3)
In section II I discuss the development of the

statistical design algorithm, Its use in its various Machine calculation of a and P can be
forms for statistical design is illustrated with difficult for practical values of n because of the

several examples. An example of its use in the factorial terms and powers of p in (3) above

design of a single sample fraction defective Recently, an efficient exact algorithm for this

acceptance sampling plan with specified AQL and LTP purpose was presented by Cehrlein, Ord and

in a Type B situation is also illustrated, Fishburn(1986) and a similar algorithm is employed in
my computations.

In section III I use the algorithm to define

the feasible region for economic statistical design Statistical design of fraction defective charts

of fraction defective control charts. A pattern can be accomplished by an enumeration of all n and c

search algorithm is developed to solve the economic values until the constraints in (1) are all

statistical design problem and the results are satisfied. A more efficient algorithm can be

compared to economic designs, A brief summary is developed by usIng knowledge of the shape of the

drawn in section IV. operating characteristic (O.C.) curves as n and c

varies. Operating characteristic curves for various

II. Statistical design n and c are presented in Figure I. Specifically, as
c increases for a fixed n the O.C. curve shifts to

A statistical design of a fraction defective the right. As n increases for a fixed c the 0 C
control chart involves the selection of the sample curve's steepness increases One can also summarize

sine n and the acceptance number c such that these changes in terms of of Typo I and Type I error

ARL > ARLB, probabilities. In particular, as n increases a

increases and P decreases for fixed c. As c
and ARLt < ARLB5  i-2,3_.k increases a decreases and 0 increases for fixed n.

(1) Using these facts I develop an algorithm more
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efficient than enumeration. The steps in this2
algorithm are as follows. First, set, c-;O andthen

check whether the first~constraini is statisfied. If
it is not then c can be increased until the first

constraint is satisfied-because any increase in n design and thus forms the basis for en efficienta

will further lower the first ARL. Next, n is optimization algorithm for theecnomic statistical

increased until the remaining k-l constraints are design. This- se is donstrated in the last

satisfied or until c is again increased. 
section.

I emphasize that there are a number of

solutions to (1) and one must chose.between these on

the basis of some criteria. In the examples I
solved, the criterion is the design satisfying (1)

with thesmallest n for-the smallest-c, The

algorithm!I develop~illo
s 
-nuaerationof'the

feasible statistical desills within a finiterange of References

n and c and an option inithe coded version of the

algorithm' that is attachedallowsone to enumerate Chiu, W.K., (1975), "The Economic Design of

all feasible statistical designst AttributeControl Charts-, Technometric , 17, 81-87.

III. Economic statistical design Deming, WE., (1982). OQualitvy Productivity ad

In economic statistical design we wish to 
2= "'. ositiox, Caabridg, MA: MIT Press.

minimize the cost of a process or maximize the profit Duncan, A.J., (1974). Quality Control and
of a process when the costs of statistical process Industrial Statistics, Irwin, Inc., Homewood, ILL.

control and the costs of operating out of control are

considred'and statistical constraints are placed Cehrlein, W., Ord. J.X., and P. Fishburn

upon the model. Saniga(1989) developed the idea of (1986), "The Limiting Distribution of a Measure of

economic statistical design and shows that this type the Voting Power of Subgroups'. 
C
omic

a
ionsI

of design can be more Satisfactory for decision S , Vol. 15, No. 2, pp. 571-577.

makers at all levels of a firm-
Hryniewicz, 0. (1989), "The Performance of

Mathematically the economic statistical design Differently Designed P-Control Charts in the Presence

problem can be expressed as of a-Shift of Unexpected Size'. EcooirOvaflit
montrol. Vol. 4. No. 1, pp. 7-18.

max P(n~c,h)

Ishikawa. K (1976). Guide to Oualitv Control,

s.t. ARL >ARLBI Asian Productivity Organization, Tokyo, Japan.

ARL <ARLBI i-2.3..k Juran, J. Gryna, F. and Bingham, R, (1979)

(5) Oualitv Control Handbook, McGraw-Hill Pubs.,

where P is the relative profit per item produced and N.Y.. N.Y.

h Is the sampling frequency. In this paper, I use a

model for P developed by Hryniewicz(1989) oho Saniga, E. (1989), "Economic Statistical

explored the performance of economically designed Control Chart Designs with an Application to 7 and R

fraction defective charts when shifts apart from charts". Technomgtrcs. Vol. 31, No. 3, pp. 313-320.

expected shifts occured.

Sanigs. E.. and Shirland, L., (1977), "Quality
The function P is nonlinear and n and c are Control in Practice, a Survey-, OualitX Progres,

integer variables which complicates the solution 10, 30-33.

procedure. In this paper, I take advantage of the

statistical design algorithm I describe In the last v, Collani, E. (1989), f heEgopi£..i..sf

sectior to facilitate the solution to (5). In Control Charts, Teubner Verlag, Stuttgart. Germany.

particular, the algorithm I use to solve (5) is

comprised of two stages. In the first stage, I use Woodall, W.H., (1985), "The Statistical Design

the statistical design algorthim to find a feasible of Quality Control Charts", The Statistician. 34,

statistical solution, Next, the optimal sampling 155-160.

frequency is found for this solution by pattern

search. Tha same process continues for each feasible

statistical solution. Finally. the feasible

statistical solutions (with optimal h) are compared.

IV. Summary

I hove designed an algorithm to allow the exact

an efficient calculation of the design parameters

for a fraction defective control chart under a

statistical criterion. This algorithm. can also be

used to design Type 3 single sample acceptance

sampling plans with specified AQL and LTPD. The

algorithm allows enumeration of the feasible region

for the integer parameters in an economic statistical
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ECONOMICALLY OPTIMAL CONTROL OF PROCESS VARIABILITY

-Dept. Industrial Engineering,! University College,
.Galway, Ireland.

Abstrat. The derivatfonofecbnomically necessary bye renewal, is~undertakenifs
optmal-procedures' t6m6nitodr andcontrol plots outside.this limit.production piodess~variability is considered. Clearly, (n-l)s!/o

s - V-1. (chi-square

The objective-is tomaximise average profit distribution, with n-i degrees-of-freedom).
per item produced. Hence, the probability,of a 'false-alarm' is

given by -

INTRODUCTION a = Prob(skoolState 1) = 1 - F([n-l]k), (1)
Production processes are operated in order to
generate profit.'The level of profit is the probability of not detecting State II is
clearly, a function of the quality, of the-items,
produced, which in turn depends on the P Prob(sskoolStateII) =F([n-l]k2/8') (2)
operational state of' thedprocess.'SPC

procedures, typically 3,R charts and Cusum and the average run lengths in State I, II are
charts, are relatively widely used to control ARLx a 1/a,, ARLn' I/(1-p) respectively.
quantitative characteristics of produced items F is the.c.d.f. of a'XVo random variable.
(and the process producing them). These The parameters n,h,k are chosen~so as to
procedures have traditionally been designed maximise the long-run average profit per item.
using statistical criteria only e.g.to satisfy
specific ARL or OC-curve requirements: the
costs and economic benefits associated with THE OBJECTIVE FUNCTION
operating them being largely ignored.-The idea Let a* = cost of sampling a single item,
of designing SPC procedures so as to optimise e* = cost of investigating a~falsealarm,
the economic performance of tho.process being b* (expected) benefit perrenewal viz.
monitored has attracted-steady academic the extra profitresulting from a
attention since the 1950s, but little renewal/repair minus the cost of
practical implementation. Mathematical models locating/repairing the assignable
containing too many parameters and'complex cause.
optimization procedures' are cited as prime g = (average) profit per item when in
reasons for this lack 'of acceptance(l]. State II
Recent work, particularly by von Collani and Further, for each renewal cycle, let A0, A0xothers in Wdrzburg, shows that when the chosen be the number of samples taken while the
objective is to maximise long-run profit per process is In State I, II ; let A, be the
produced item, the resulting objective number of false alarms and A = Al + Ax the
function is simple In formulation and allows total number of samples drawn. If L, N, G are
easy determination of optimal control the cycle length, number of items produced and
procedures. See, for example, the tabular the profit/gain achieved in a given cycle,
procedure for designing optimal ! charts in then
2] and nomograms for T,np and c charts in
[3]. This paper shows how the objective E(N) = hE(L) =hvE(A), (3)
function is obtained and used to generate E(G) = b* + gE(N) - eCE(A) -anE(A). (4)
economically optimal s chartsfor controlling
process variability. Since T is exponential, it can be shown that

(AX) = 1/(e~h-l) and R(A,) = 0/(e'-l). (5)
THE PROCESS MODEL Clearly,

Let X be thequality characteristic of E(All) = ARL,= 1/(l-p). (6)
interest. AssUme X - N(p,o'). The process
operates in one of two possible states: State Now, defining long-run average profit per item
I, the 'in-control' state with c = 0 or State as P* = E(G)/E(N), substituting from equations
II, the 'out-of-control' state with o = 6oC, (3)-(6) and re-writing, we obtain P*(h,n,k) =
where 6>1. The process starts in State I and
can slip to State II as the result of a single er (b-/o*)(eh-l) - a
assignable cause. The current state is (1P) - (a/e) + g
determinable only by means of a process evh-p
examination. A return from State II to State I
requires a repair/renewal action. State I This is further simplified by noting that P*
lifetime T, is exponentially distributed with is maximised with respect to h,n,k only by
mean E(T) = 1/e. The average number of items maximising P(h,n,k)
produced per hour is v and 6,v,O,o* are known.

= l(b*e*)(ee~)-n(1-) -(a-/e*)]

THE CONTROL PROCEDURE Oh en-
Samples Of n items are drawn from current
production at time intervals of length h. The Finally, setting x = Oh (viz. h-1/0), b
standard deviation s is determined and plotted b*/e* and a = a*/e*, we obtain the objective
on a control chart with a single action limit function:
at ko. A process investigation, followed if
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P~x~~k) 1 [b~e~l)-a - 1A significant feature of the optimal designs,
P~x~~k) e (1-3) -n], Q) which is also apparent in Table 1, is that for

x e'- an~jeach value forE8, the values for n and'k are
almost, fndenendent of b. This feature was used

wh'ere~n, P are given'by (1), (2), respectively. inJ[7)]topriovide tables of -at least
This objective function is very, much simpler approximately - optimal n,k pairs (and
tha eale alentv which were generally asoitdausfrap-o wide range of

base~oiminmisn~'he'oisperuni oftime, 6, a values. As~anticipated, values for'th&
areintrprtabe~a~th~reati e amping Ths fct'ead, t, asimple'method for

renewal,while~x-ii the sampling' interval Differentiating (7) with respect t6 x and
expressed in average State I 'lifetime -4 equating to 0, yields the identity
p rocess characteristic. Inpractice, b will beIarge( >A),,while a and x'will both'be small,7 (e'-P+xe

0
) (1-P) b(l-0)+a',

- typically <<I. (e'-13) 2
[b(l-0)-an].

Taking the usualseries expansion for el and
THE gOzgkMPLING PROCEDURE neglecting' 0(x

2
) terms, yields the

When "nit sampling cost (a-) Is high, relative approximation
to the costof'a prociss',investigatibn(eO) and
the benefit(b*), it~is clear that from an r2(l-p3)2(an+a) i
economic viewpoint, it may be better not to x =Ij

sample/operate'the control chart, hut rather (lP)b91~+a
to'perform routine process'investigations (and
if necessary, renewals) at regular intervals When the no-sampling procedure(n=0,k=0) is
of length h. This procedure is described in optimal, (9)'becomes
terms of the s-chart parameter set (h,n,k) by
settingn=0, k=0.'In'this case a-11, gD' and x " J[2/(b+l)]. (10)
the objective foniction(7) takes' the form

In this case however, the exact value for x I
P(x,n,k) - [b(e

0
-l)-l]/(xe1) (8) easily obtained by iterationE7]. Thus, the

problem of obtaining economically optimal s-
charts to monitor process variability Is

OPTIMAL CONTROL "IROCEDURES greatly'simplified for the potential user. The
The task of finding' the optia-chart design approximate approach outlined above - and
has been reduced to that of maximising P with detailed'in [7] - has the disadvantage that
respect to x,n,k (given' that values for' the the precise values for a', for which the
economic'parameters a* ,b*, a* are available), control chart/procedure design is required say
Despite the relatively simple appearance of not appear in the table, so that some
(7), this Is not a trivial tiisk and will ' interpolation is required and aeconsequent
hardly 'be undertaken by the industrial decrease in accuracy likely results. The ideal
practitioner. The report by von Collani and would be to have nomograms available for the
Sheil[6J, contains extensive tables of optimal three design parameters; the author is
designs, indexed by values of 6,a and b: Table currently working on the production of such
1 contains a representative sample of these. nomograms.
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How Should the Four Parameters of a Sampling Plan Be Specified ? -

A.Reasonable Specification of the Parameters from an Economic Viewioint

Akffdro KANAGAWX and Hiroshi OIITA.

Department of Indust 1al Eng&ieez Ing

Univei'sit of Osaka Prefecture
Sakai, Osaka 591, JAPAN

Abstaract - It Is well known that the sampling plan with A (P). cost of accepting an item without regard to
given, producer's and c'risumer's risks lsthe most basic I quality from the producer's standpoint
acceptance Inspection. As it is', no sooner have we tried to
use this plan than'we ire confronted by a difficulty, that 1 coot of rejecting an Item without regard to
Is, how we should specify the tour parameters determining quality from the producer's standpoint
the sampling plan. rThe four parameters are p,. p,, a and (P)
fl, which specify-the two points on the OC- curve. A 2)*-cost of accepting a nonconforming item from

lowever, there are few studies on this topic. In tis paper the producer's standpoint

a reasonable specification of these parameters Isdiscussed R(P- cost of rejecting a nonconforming item from
from an economic viewpolht. the producer's standpoint.

For details about a liner cost model, liald's (1981) work can
be referred to.

I. 1NTROI)jCTI~b lHence, the following policy leads to a more profitable

The sampling plan with given producer's and con- state.

sumer's risks tends tobe avoided to use because of tie it C() A CP the lot is rejected (Case-R,,,)
difficulty of specifying the two points on the 00- curve,

that Is ( p., -a ) and ( p,. 0 ), where If C(P)< C
(P )
A t ,he lotis accepted (Case-A,v,l.

p,- fraction defective corresponding to an acceptable h r

quality level, When the lot Is erroneously rejetd although Case-A(,>

p,- fraction defective corresponding to an unsatis- occurs, the extra cost is

factory quality level, 0 (P) - '() M( (?) A(p) WF)p - ((2)
a - specified value of producer's risk. and C A 1  2 2 p.)
6 -specified value of consumer's risk. a N F (p),

From thia'reason, Deming (1986) recommended to use the The expected value of this opportunity loss per lot, that Is
Dodge-Romig and HIL-STD sampling plans (ISO 2859). 1 Regret' is given as
lowever, the sampling plan with given producer's and

consumer's risks Is most basts andusefnl if tthe difficulty Ig,(p) - N'F(p1(1 - UP)) (3)

of specifying the four parameters, p,, p,, a and 6 Is On the other hand, from the consumer's standpoint, the
dissolved, The purpose of tils paper-is to analyze the costs of accepting and rejecting a lot with fraction p
criterion of specifying the producer's and consumer's defective without sampling inspection are
risks and to give a guidance for reasonable specification of
these four parameters from an economic viewpoint. C ()(p ) = A

)
+ Npa 2A 1 2 (4)

2. INTERPRETATION OF SPECIFYING TWO-POINTS ON-TII& C (
1

(p) IVR(.C) + NP R(C)

where the cost parameters from the consumer's standpoint
The criterion for specifying two points on the 00 - correspond to those from the producer's standpoint.

curve, usually (p,,-a ) and (p, 6 ), means that In the same manner as the case for the producer, when the

1) To specify the probability that a good lot (p -p) is lot is erroneously accepted, the extra cost is

erroneously rejected Is a. C (C), - (C)- (C) R(0) ,(C) .i4C)
2) To specify the probability that a nonconforming lot A mNA - I 1 2 - 2 (5)

(p -p.) is erroneously accepted Is , =_ N'
"
O(p).

Actual risks a* and 6' are calculated as l-L(p,) and L(pt) The Regret in this case is
respectively, where L(p ) Is the probability of accepting a Rg,(p) = N

" 
G (P) (p). (6)

lot with fraction p defective.
From the producer's standpoint, the costs of accept- Thus the criterion for specifying the two points on the O0-

ing and rejecting a lot with fraction p defective wilhout curve (i.e. (p.1-'a ) . (p, , . )) may be Interpreted as a

sampling Inspection are criterion having the following two regrets:

1) Tospecify the regret: Rg,(p,) = N F(p,) a

(P( NA(P), NPA(when a good lot (p p,) Is erroneously rejected.
A 1 2 ((P 2) To specify the regret: R9(pl) = N' G (p,) .
('\p) N Cl) when a nonconforming lot (p-p,) is erroneously

where 1 2 accepted.

N - lot size From the above interpretation of the criterion, we may
introduce the following constraints from the economic
viewpoint:
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Rgap,) i N (P) (7) nc , c) Is possible. Note that the ASN is derived after the

Rgl(po) :i M(C). sampling plan (c, cc) was deterained. Hence, it, in neces-
allaqabe nry to ascertaini whether Eqn.(10) and (11) are satisfied or

where M-" and'li'
5 

I-ply the alwbeexpected extra- not after determining the samapling plan ( n , c).
loss for the producer a:13 the consumner, respectively. Eq.(llI) gives

In the actual case~ftC't acceptance or rejection of lc6:,11,
Is Judged with sampling fnaspction, the Inspection rest; I"' m(I40,-d s a
should ho additionally considered. The Inspection cost (N-S) F(p.) (14)
greatly depends on ASN (Average Sample Number). M(1 (Ie(-d-s

Assumilng that the actual Inspection cost can be Up.) ;i 6Na GB.
represented an ,- )G(.

d, + ds, Then, If Eq.(ll) is satisfied, Eq.(l0) (equivalently, Eq.(9))

where di, afined cost for inapection, di, anampling cent issatisfied. Even if Eq.(Il) Is notnsatisfied. it does not
per item, and s n ASH. Then, in this cane the renpective necessarily fellow that Eq.(1O) Is not satisfied.
regrets for the producer and the'constimer are Table 1 shows the possible cases.

Rg*(p) = (N- a) F(p) (1I - U~p)) + z (d, + d~s) TABLE 1. Relationship Between Eqs.(l0i,(tt) and
(8) User's SatifcinWtThiReurmts

Rg,'(p) a (N - a) G(p) U~p) + (I-0) (di, + dsa), -ifcrnWt hi eurmns

where e denotes the proportion of sharing the Inspection case Is Eq.(Il) Is Eq,'I0) Are the user's

coot by the producer. From Eqs.('l) and (8), we have satisfied ? satisfied ? requirements

Rg,'(p,) 9 M(')+ e I ( I Yes -Yes
() 2 NO Yes Yes

Rg.,(P,) g ll(C)+ ( I ) 1, 3 No No No

where I a allowable Inspection coot which Is determined by
the mutual agreement between tile producer and the It the canes-i or -2 in Table 1, the present sampling iPlan
consumer. From Eqs.(3)(6) and (9), we have will be adopted. If the case-3 eccures, it follows that

- p, iN'l e(l-d,-dls) -N1""+e (I-d,-d~s) (Ia )I P) (N-a) F(p,) (10) U p,) :;a (N-s) F(p,) - (5

tC (N-9) G(p,) .Up,) 9 8 ;1 N-)G, m '
From the definition of 1, we have (-)Gp

1 1;d, +ds, 11) Accordingly, there ace following steps to get a sampling
I ~ , + ~s, 11) plan which satisfies Eq.(10), that Is

then by substituting Eq.(Il) Into Eq.(10), we can determine
the risks ac and 6 as follows: Step-!: To replace acand B with cc'and 8'. respectively,

and renew them ac and 8, respectively.

N7 M~, F~p, ma a The case-3 indicates that the Initial specified risks

(12) were needlessly small. Sampling plan based on (cW,
Up.) _________ 8'X) Is 'reduced' inspection In comparison with It
Up)~ (N -(Il-c,,d.) a(p,) 08based on old ( a, 0). Sotile new plan based on

Then, p, and p, are obtained by salving Eq.(12), that Is Wc W 8) will lessen Its ASN.
Mwi Step-2: To alter the type of Inspection to that whose ASN

PC E A," - 1" '" can be reduced. For example, changing the sampling
( R, " -A.,"'i(N-j I '.d;/d,0 plan from single to doable or double to sequential.

a),''- AP
5
'ICO) (13) Enell(1984) discussed which sampling plan should

PC=R' A (A,
0

-,''(-l-,, 8 be chosen In varliocs situations.

Step-S : To raise the allowable Inspection cost I, through
3.-PROCEDIIRE FOR SPECIFYINE, FOUIR PARAMETERS the mutual negotiation between the producer and the

consumer.
It is said that the choice of (p, p,) should be based

on the technological requirements, for usage of products Rfrne
and the economical consideration about,the production Rfrne
wilt, the Inspection cost and so onl. It Is, however, ild,A.(1981) Statisical Theory of Sampling Inspection
difficult to specify (p,, p,) in actuality. Even though (p,, By Attibute, Academic Press, London
p.) can be specified, the specification of ( cc. 8S ) Is also
difficult. An a matter of fact, moat sampling inspection Deming,W.E.(1986) Out of Crisis (Cambrldge,iIA,
tables and design procedures are based on ( ac, 86 ), which Massachusetts Institute of Technology)
are same conventional values, e.g. 1%, 5%f, 109, etc. So the
user of the sampling plan Is obliged to specify ( ac, 8 ) EneiiJ.W.(1984V"Which Sampling Plan Should I Choose?,
beforehand. BY Using the tentative ( a, 8 ) specified as J.of Qual. Tech, Vol.16, No.3, pp.168-171.
tile conventional values, we obtain (p,, p,) from Eq.(13),
and then, a design of the single sampling attribute plan

1798



ne Adiv acl i p s ida tC1 YCC-1ibo &tcrr WSIM

ktitee or blVie fttics
bPrigk ipr sity. E~ib 513a

ajgithM is fle d2l Of arWTz estisaid aimri- 0WUI ..... .(it).,t1 . t)

mWr of omtrc4!Z he MaineI via diis alrrifffi.Fb- &fii Vi'(t) I ma f!;at
~.it is satisfadtry t1k Xplicatim or ecmic sis-f Y ' t) ]

1. IntrtianD maii r~ approimtion is Itzt the oto a2arIS~

Ik~e =ea lot ofcocic scmte I ,& m - Mo~tk w am I CP, P (B Iis a ow or eh

tic mdes are wrlimw. Fw rc pe, we cosiea . fccahcziswaee

dirg to the fCd uj1ascoidion funtim , wee1 catrol vaiable At) Obtained wi airitla CP a fcc

Q(t) 7 A1(t)NLd)1
1(t)b! (1) oVre YONt is ectI is.t at tim t . #(tW is fJe

&ke tisaItime O( is outpA,L6 is lbr of ith prediic etimtionof e(tW ,oaU tlwto

sector,1 1(Q is captal of tib iti sector, Ai (0 is Im I C P, 0 (B ) satisfy tk criteion of cotrol cc-

'tmlmiia prtgre, at &Jb1 are elasticity of labo ror being uniform s~aI.
a-A caital of the id.~ sctor , resetively.-
It is very iwortant for tk Mi.n3iS Of the ec=uic SYstCA 2 AWtive control algoritb

above to solve ttk follovik probles: Sucoe CDWt wa given, I
isvcandaMine L,'0 , 11cA), i = , 2,..., 9, sh that: For convenient, Uxamdel (3) of The systl is daWd

n A, (t 0 t1  () ' OY ( (2)Q into the following fen
&m e amo tit A, (0, a, and bi, n~ lu~. This yWt) fK( ".1,k (t) At I (Q)
prbe cn be hsfcv ito the remof deiidrg in gmncas~e, & *atiye c ists of to

control syste.. The gal fen of this mb~el is : Frts, which a othe alsorith of mmeater estizaticm
W~e th & naremcssr S ups its a cdith uof centrol law. Dt , in t's Paer,

Do e en written in he fora of peiction m- tktm IP4 t i )m etiaryinz.&-

del : tfe (stimtoi value 0(0 Oo W(t is racry for Mfir-

y(t) :f[ Yt-1
t", UJ- 8(t), t (3) ing utt) . f(,!y ca we otain

0(0) , 0 (1), 0 (2) . , 0 (L-)
where y(t) is ane-diioco ult, utt) is a input via gcai estisaed altoritbo, so ve just calculate
Yeatrc, 8(t) is ant.Vmrandoo tise-myirg Fccau- prediction value 0(tW of 8 (t). This zozs that the
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Chinse fiswde' fruda or amimecal sciences

md i-?reise~± of moe. oreoth of ctewia. emwota- esesists of thr Portas the model of ecnm =1 eeelaIWW2.
tio! of re m sour& rores or c ad -tecnlogy =6 the maratl Nadel of total amut of pollctant dlsdaigeW.

crm tw interdependet ad mtzally eaostesiso so that in tattater. waste gas and solid wste. amc the model of
thare is a relatosip of the unity of opposites am tbmsad lstacated aabsos of emie ct; ad exm.
therefore. the stm& cc eironmntal srcbka % ton ae better LE -n A easletim
Unistaiim to control it call when thti , - ret system of onity Eccmsic deelopmait and Ureth or opulation wre the starting
of opposites is t~m: :- laccuct his at*on a the coctr*l Peaints Of asri= tl F*oliti=, The etlent Of models
aodel of total amut of Pol ltst in aeiscomt is -us baed of retiocal eoeic developent and poulation control eroeidas
on this iwaoist; to establish einirommal emotric favorable confitiom t; cly for d-awing to Plsean orogram.
model forstadic the orssore of eomoc &devicowt and formtingsad aclyztse the sitzatimo o msicad social
Population sooth s veil as the fooctam or tehnical progress deeleet tot also for stodeing the relation or wece-onmetal
aoneirommutl protection. asalrzfrg and oviating the status pollution to eoarsic and]social &nvelogsontrube the condition
of eceir-tal onlistion. foreseting the deeven feznenco with these madils establishedthe mod-ls; can be used ini cebi-
tn future. adl appraising imteratiely the different controling tiat with the mcad of total saut control to get itforwation,
alternaties to serv the dxi ucisio ai of oeircmtel abot the impact of ococis dereleo ad population growth~t. at oeira andso also the ataitraint of mtiromaital olio-

tim cm emeomic derelopent. of .
t~icdte quantitative aalysis

1. Overall ameign or marotol model of total mount of may provide th tosls for dxtision skies of the coordinative
pollotont for regional aeiruIwIalpollotin deelsoet of eonomy and ceirot. I a se theme models amc

Ibis ma-moccotrol model involves the lnegrwative stol on the Inot estabi detd the indcoues of econmy and paolation xytbe
geeatin. d'Ilr. control or reduction and obesie used s ateesol variables for the model cC total saut control

utilization of tie Pollutants free eceteuic sectors resikenes with the foling-e regefremmts:
daily livin ant social cowiticn- as vell s the isnestuast (I) Collection of inforvation about the an]a adWhe
ame"e within thes area or jurisdiction ( province. automomous Population Of the reference year ding to the eonomic index
region. mnicipal ito directly under the control governmet. city Of the Imodel.-
and prefect"r).The overall Ssttre designeed as down in fit.i (2 Collection Of the Ssiilr ioformotion of Wh level yce-

- - - - - I Fiom related sectors in the ame of Jrisdiction.
I moedels of e ~ ash population I The sectoral eonv conists of too ategories: tint of

I r-----------o ---- , h roeine.atoncmes regionlza-ee &A medieum cities is classified
I I eems. opulation I I Obj~ective ;I Develotment into 3 sotte-S m acdieg to the ntional statistic Yrok and
II and poress of I - of toric, I I -i of the riei t. of the statistic deportment of mr.ed that of
i scietce zAs technologyt t Idevelopent I I I cmmy sall cities lists all mai olultion souros at] controls moe

- -. - -A --- - - I I that 8tt of Pollutants in the are of jurisdiction. Based on the
-- -- -- -- -- -- -- - --- chdaracteristics studiod at the total mouat of Polltanets. the

related mosesof corresponding coromic sectos ame selected
r-______ s aestrsal variables for the modal of total saut control to

I Gaeretion of I I Obejective of I I dme upt Planing alternatives with Siselati0M Of the referenco
I pollutant I I eseiraatal otecticei I Yew.

I LiThe aneeotrol nodal Of total swaut for taste nter
1 This model is coeposed of two Pats: the nsol of aste wnter

e-~--- I ITotal fee ecaooic sector and the model of when sewae. The colic-
I I Fairormental I I &wet tents are (C. oilIs ad others selected accoding to the doea-

I - I cotrol varablo I i control of teristies of the region. Vith the sweet of eeration of waste
4 I zollstant enter and 8O aid also the output v-alue of the setor in

r- , . I r --------, reference yeewthe generation coefficient of waste water per ten
I cntrol of I L- I discharv of I I thesso dollar of output v-alue ad that of ODD per ten wste
I pollutant eepllustant I I water may be calculiated using the inodal established. Coesidorise

L ----------J Ithe oraess of science and technlogy. the ineficient of
I ------- I eeratico of Pollutant in level yesw my he modified; and the
I I RietOn of I I swat of Pollutant senerated bey the sector cns he calculated
l------I Pollutant I I with theos~t value in the leel year ( of the planneing period
I - I or forcatig period).tisira the control rate of taste toter for

4-4 ~three ( high, nedien and los) alterentiees, the cerrssponding
r ~ -- , r----- -n Iinvestment for the Achievement of en'eierootal objective of

I Baeef its I I Investment I I total saut, control can than be derived thmoge optinizatien.
iof pollutant ontrol i Iof Pollutanet cntrol i ,lItegt-ated As to the orion seage. tis eneoration coefficient of doacotic

'---r-----' -r - -- analysis sevage Per capita caem tobetaind similarly from the urbaon
I of oneiren- population and amout of seinge generated; and also the smount

4 1 set and of smmx ad 00 based at specific coneditions in the arm of
I lesee jurisediction. Mgain. the cotrol rate is toed as variable to

Ifetiroratal eceonoic melysis: I derive the inestmet for otrol cad the benef its of sevage re-
cye may bes obtained aceording to the saut of savage retyced.

4 C. Toe socotrol model of total smouet for atmseric
p'ollutants

IAlternative output I This modal conetains tire prts: (1) cobstiso eriw Of
eonmic sector goenrting waite gas, soake and dust, S2 and

F4z.1 Overall streuctueo of macroccetrol of ithe, (2) technological poess of emcecor geerating
total asunst of pollutant met.) gas, indentrial drt. SM and *A; and (3) fuel larnilg
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Poesof residct's daily living and social omsociso with 11.f1ation of technical proges in ecrirmatal Protection-
Pollutants saeas (1). ixclding -the awyu rc~as =0 by mdifiaio of 16ra4iw coefficient or POl Intact
residectslsxoj as coal. brivoet, lized as. natural aad the oaroaso~l model of total amut of pollutant is &sic

elcrcsoe.contralized best supply and the enrg for with iwot of varibles (asuc as the esoerationi coeff iciest of
ectawises ad orazinta The amut or amwffprc pollu- pal Intat) dhoie all the time because a of tssaus pcesogr
tans esuaWe incombution pocess cahe calculated an the of science aid teahology and Idaos Ic of maaeet level.
basis or diffelat $fuel. typo or C06DWHO ad1 discawe factor Mhe daEMW of =*Ition coefficient of polletact any inflence
or poIlstce ad that terted ia technlogical proov an b e directly the amut of Pollutant woorated. dischersed or
calculatte similarly as for ate tr. i.e. bae on the controlled as vell as the investmet for pollution control.
802%a ;Wcoff iciest of poll.tant por-tes tiaswdo6,11w o fleece, the modification of geasation coeffcient of pollutant
atest value. Tn cansrI variables for combstion, peross are is the We to successful study of the Imorcoctrol mid1 Of
the rates of asmt elisization ad dedisLm. etc.; thee for total amount of Pollutant. the dhane or which is related to
tedascolegicr ess we cotol rate of aste us. recarey folloe lectors:
rote Of Ledztrial dust, and rate Of reotiliZatias Of =C2 IM 1. Be technoloical renovationa ard the adotion of now
and others; those for am- wed is dail living we rite of teoique. equipmt and material is production secto Iess
asification. Percentage or bei*set is the cal used (or the the rate of utilization of evrs and reurce as well as eooe-

coelfficient of away structure for dmtic UtM);Nl that for min benefits. thus lowering the comeratias coefficiest of pollur-
coaiissl ized lat asly is the asof lat saly. Vith tdome tant Per ten doiesaav dollar of output vale. isthe sass from

_va-les mentioned above and the diective of total aunt 1934 to 1918 in Chia thp.-discare coefficiert of ivdetrial
cntrol or atrotspeic oollutacts. the amouts of varieus pollu- ses was dcesed by 9 ach resr; btt the otput values
tats discdurva. the eamuts cotrol lAd. reducd adJ ~rael rapidly inrased by 11.18 ad the elasticity coefficient of the,
sively atilized wite ewious facilities ad the correading amot of sevge dischoreo us .2. Thismues technoloical
instsets of eaircrmatal protectias ca clculated for pearess has my grest isfisesae on environment.
thee alternatives Ohiit. medium and low), To Ordor to achieve ?. Fsdenmet of comprehensive utilization of pollutant ad
the mcrocctral objective with effective and ratioal icvest- development of technology eneoratiug less or as waste enable
ent of eceivoomcal protection. acdmint to the results of full utilzation of resource and decrease, the eneration ce-

calculation for the analysis aid evalation we carried out with ffiast of Polluoast
cr-iteria of vale; all control variabsles wre modified; ard new 3. Development of large-scale esterprise atecd in tednst
31tW.-ZtVZ is established utilI it is satisfactory. logy and more effective in soale any lowe the consumtion

D.7be aconoesotrol model of total aounrt for solid waste irv3aesof energandresouees in ovewisonvwith small-scale
this Madel ronsists of two ports: the control Model of enterprise. because difforionc of the structure of large. medium

indostrial solid waste of ecnoic sector and the cotrol model ad] sall esterprise. has woked inflence as the genoration
of raoes tic refute and miare. Iha industrial sol id sate coefficient of pollutant. For examle. soil coet plant
includ~es selting residue.coal ehsotcuedialresidue. generates arn dust per unit estput. about 6-8 times of that
toiling and other~ residue; and its aounat of generation is also generated by medium ceet plant
derived from its enueraties coefficient Por tat thosand dollar 4. fuhamt of management level of enterprise and imwlemas-
of Outpvut vale. whuile thet of coal ash or slag is calculated toties of the resreesibility system for vwkrire post to redxce
with the conumtion of eases. tist of oamwe with its twsts- spattering or looking ard generation of pollutant in production
ties coefficient pe a tie asan of raw coal, and thaut of poess.
dometic refute ad4 mxere with their generation coeff icient Per To so rup, the adeficaties of generatin coeffciest of Pollo-
capita of arta poulation is the ares of iurisdiction. The taut is of "et significance.
control variables for inustrial solid waste we the rate of r- r--- r -- I -
coehesivetutilizatin ard the rateqf tretmentaW dispsal; I Model OflI I rodastia I ltamount If ilesofitsofI
ardtse for dsustic solid aste aratherateef mdaizd Ileasevy I I Vale I lrocycledi-1 rocyclinge I
cleanup and tresort and the rate of detesificaties. 'These L. J L ----- L~... --------

vaabl~es are taed to derive the aut of comprehnsive is 1
u.tilization. trestat and disposal solid waste for three alter- r-----' r , r----
nativesluiol.mdisu and lee), and also the corresoning isvest- I Inustrial 1 1 AMount I p ilov'esteetI
mast of cusironsetal Protection. Similarly. the criteria of I ater t*Wd I - I cotrol dl-Ifor cootrol I
vale is taed to furtheor modify the control variables to select L ~ --- -I ____
ratieol ivestent for acieving the cltictive of environmental I I I
protectio Planning or forecasting pecriod. 7he strutre of r- - ------- I - - I
mosextrol model of total amout for waste ater as show in I model of I I Inustrial I I I Aount 1 Ia1 ----
Fit.2 demostrates also the structure of the mol for atacope- ai- I vaste ator I- I diodw-c I ' I operating
ric Pollutants and solid waste. I ties and (C c ~ -- osts I

E.7ho inteoratod analysis of esoircrament, and eor ;
The modal of isteoratod analysis is established on the basis r- -I r- -v- I t - - fi

of macootosul modal of total amount for waste ater, Sasde- I Lbat I I Mans soiree I I I Amount I i Desef its of
ric Polluants and solid waste; aid focused as the aralysis ad I popula- I l ad (C -- I recycled I fl, I recycling I
evaluation of: (1) the total investments for cotrolling varoes I tion I I zermted I 1 1-11
Pollutants from different inusotries or esterprises and their L L___ -c L -4__ -
ratio; (2) the total ivostet, for controlling the pollutansts UDL v I I Ial,
from resisvsts'doily living ard social cosumpties; (3) the I------ . I,~--a r
Pecentage of environmental protection isvestment of Poeduction I Dometic I I I I Amount I PLI I Investmet I
sector to the Investment of capital coreuucties or rcnovation I ater used I I l- I controlled I -r-- I for control I
of the iniusties or enterprises of the sctor; (4) the pecenootaoe I - J L

of investmet for environmenotal Pr-otection planning to, th WvL I
In the eluswilg period; and (5) th analysis of benef its of v I v - I
oetrol,roewrry aodcoprehsive utilization of various pollu- I Dtoestic sevsoe I - lI fmtet I -L lIoeraive I
tests. Iv ese modificaties i,.needed, sescay base, asthe land (C geserated I I discimnc I L- I costs I
results of analysis and evaluties to inpust new isformation to - -- _~' " * ' t i

the countrol variables of related Pollutant to et ross solution Fig.2 structre of msacoeotrel modal of
thrugh calculation until it is satisfactory, total woust for wasto ator
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Analysis of Customer Response to Time of Use
(TOU) Rate in Ontario

Sheldon X. C. Lou C. WV. Kenneth Keng
Jicug Jiang Economaics and Forecasts Division
Feng Clieng Ontario Hydro

Faculty of Management Toronto, Ontario
University of Toronto

Abstract aged 4;. Then the unified 4 d Es defined an
In this papser, we se pattern clustering and ultirwri-

at aays o arace methods to analyze the daily lcad di
patterns ins Ontario, Canada, in under to determine the
impact of the Time Of Use rate implemntation. Out wher 1 2'
findings show. that in the first year atfer the lsplemen. 2;= i
tation, there wre no significant changes in the electricity 16.2
consumsption hehaviers of the customers selected fur ths Since we only use unified DLPs in the rest of this paper, the weill
study. bre suppressed.

1 Introdluction
Time-f-Use (TOll) rate hat, heen proven to he effective in achiev- 2.2Stp2:Cuern
isng desirahle electricity load patterns 121.,13] In this paper, we The classical clssterisg method can he formally described at: the
analyze the DLPs in order to detect impact of the TOU rate on following. Lett M be an integer set. {djl,) E M a set of objects
electricity demand patterns. Two approaches are employed The IdA., and n,1 !:< n 5 Af an integer where Af is lte number of
first one is the pattern clusics-in; method, which psetitins the objects in M. The clustering method solves the following opti-
Monthly averaged DL~s for a number of years into different du- tussation piroblemn
tots, (groups) according to some similarity measres. The resultingJ=mi Dca()
clustrs are then analyzed to detect the potential pattern changes, nDck()
and measure their significance. The second approach adoptedA.
in the well-knswn multierjrate analysts of rarsasce (NIANOVA) where C =(ci,c2. co.) is a partition of M with csU- -Uc.

orde toeteminei Iheyare statistically different.
Tetomtosae uied an letheofa dernt yr con. M ~ * an mfc 4 i . i dj - ikjj (2)

2 'VIth~1and Il denotes the Euclidean distance Vectors d; and partition2 eto oogy C. attaining the above minimum are called the cluster centroids
and optimal partition respectively. It is not difficult to show, that

2.1 Pattern Clustering Method i ER,- d,, where n* is the number of ohjects in cluster kr.

The pattern clustering method proposed consts o he tp To solve (1), several iterative aidrithims are available 141
* ~The first step is data reduction and unification. W~e taeti nthis paper, a variationothclsiacutengmhd

step to compress the data, reduce random interference and re, called Iiteesrchical duet eigis used to generate 2' clusters It first
snove the effects of economical or weather conditions. The second divides all objects into two partitions (clusters) using Algorithm

* step is clustering The unified average DLPs produced by the first I These two partitions are called the first level partitions Then
step are procese" by the so-called hierarchicol clusterigmethod each partition at the first level is further divided into two smaller
which partitions the DLPs into 2r clusters, t = 1,2, - -, The clus. partitions called second level partitions, and so forth So, at level
tering results are presented as tables of graphic patterns for visual 1, there will he 2' partitions (clusters)
inspection. The last sterp makes use o quantitative measures to The hierarchical clustering results are presented us graphic
asses the significance of the TOU imipact. pattern tables. An example in which four years' 48 average OLPs

are analyzed in given in Fig I . In this table, DLPs belonging to
2.1.1 Step 1: Data Reduction and Unification one cluster are represented by one graphic pattern Bly visuaily

Foraartculr yer dnotng te DP o daispecting the table, one can easily observe three features. First,
Fa Patcua yearthenotn the etLy average, E {l, ---. 3651 there are seasonml variations For each year, the average DLPs of

I.=[d1J d1J --- t, thntemnhy -cae4 =d ld',, 2 Ma lfy to September (summer season) belong to one cluster while
of month i will be' 1 that of October to April (winter season) belong to another at the

I second level. Second, years 86 to 88 seem to be very clone to each

d= =, - other wrhile year 89 looks very different. Third, the difference
in,+ mi i between 86 to 88 and 89 seems to be much larger than seasonalas0 1 -s variations,

where as; is the number of days between January l and the first
day of the 04 month plus 1. 2.1.3 Steps 4 : Usaing Quantitative Measures

We are only interested in DLP's shape bat not its absolu te We define the two distancesvalue. So, we apply a anification approach to the monthly aver-
'Thi retarh i patly upplldI. The C'cnteoid Distance CD,j is defined as the distance be.

grati fresrm iSEC bam~sppre y a grasit from Ortario Ilydis and a tacen thme cengs-ords of clatter t and cluster j
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-8~i Llc-.Bad dia;",~ewer clsesie jjd- e earn that the diffeenc -ewe 1 ad C2 can be used to
M:e stesnso h etraddsae ndUeojde apprxmt thtpten-:m ipe comnputation shows I

fnutinanddeotd $g LI. 1 . nsan LID.1 = CD + DBJ. that CD_,, =s 0.1237 and CD, = 0.1471.
Repeating this process for-the remaining-months, we finallyIf we denote the imnaximun distance between the elements of obtain

J~j -acacc IJ.- do 9. then we can sho'v that CD,1 and CDs," ( D + ch + - -+ CD~5c /1
LI. redsthe upper and lowir bounds -of d.1 , i.e., CDj 5

Weuetepreviou e Impe to show tha the. e twoq quanities and UDa...s= 0.902.
can be used tmeuethdieenebtentocuts? Thus, rouighly speakring, the difference between 88 and 89 Les

We have mentioned that visual inspection indicated that the between 0.288 and 0.902.
difference between SW-8 and 89 is a dominant factor. This state-
menit can be quantified as follows. Let us turn to Fig. 2 which
shows the distances between centenids and objective functions of 2.2 Multivnariate Analysis of Variance
the h5erchsical clustering. Check the first level of Fig. I and 2. Method M N V 1]The difference hi~tween 86-88 (a duster denoted by 0) and 89 (A) ( A O A 1
Canlbe characteriued by CD*0 . 0.3189 and UDoa& = 03189 +3
0.73M8 = 1.0525. The seasonal dosages can be seen from the sc 3 Experimental Results and Conclu-
ond level. For years 8688, it is the distance between 0 and V, and sions
CDov = 0.2224 and LIDOc = 0.2224 +0 2261 = 0.4485. For year
89. it isthe distance between A ad Aand CD. =0.1237 and Both pattern clustering and MANOVA metheds were used to sna-L'D.. = 01237+0.0234 = 0.1471- Apparently,CDo,.and JD0 ,. lyze the DPIAsof the Ontario lestern and Eastern Systems. Noneare much targer than thesr counterparts CDov, fDov, CD"s. and of these methods detecied any statistically significant diffetence11D1). Thuts, the difference, between 86.88 and 89sis indeed bigger in the DLPa before end after the TOU rate implementation.
than seasonal changes.

Let us use the same example ti) show how the difference be.
tween years 88 and 89 is quantified. Since the difference between
two years is defined as; the acerage of the differences between their References
corresponding months, we first calculate the difference for each
month Let us start from January. At the third level, January 89 111 C IC Bhattachuryya and R- A. Johnson, Statitcal Concepts
and January 88 belong to f2 (A) and cs(0) respectively (see Fig. and Melithods, New Yock. John Wiley, 1977.

2.Since the approximation approach using twco bounds cannot 121 A Farugni,, B J Aigner and R,. T. Howard, Customer re-
be dietycluaeuo ,adcw ou eeso ~_ o sose to time of use rate, A report to the national Associa-

88 a member of a,, we use the difference between as and as to 131 A Park, Load centrals and equipment for using off-peak en-pproxinate the distance between the two elements- We see from eryy, A report-to the National Association of Regulatory Util.Fig 2 that CD._.= 0.3189 and OBJ.,., = 0 7336. Therefore iyCommissioners, #65 90
M i,= 0 3189 + 0.7336 = 1.0525. Since February 'and Miarch iy6,19.

data are idenliito 
3

anuary, we turn to April, and find that April (4] H1 Spath, Cluster Dwsection and Analysis, New Yoch. John
88 belongs to f2(0) and April 89 belongs to g,(oo). Checking Fig. Wiley & Sons, 1985.
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SinnT..n E31. and - owmynolffick mo nfotbtiitill 1. Ut'R) -&m(t(A)) + dLo(N(A)) (3)

ty I-w Wnrao fn=W-r b-o .1.0 b-o tR.tblo In "b O .. 2.RJ (a) - N (W)()
nivo WrAW10 oosty end suffidet Condition for the alumb05.8 of Utoa

parametri functions in Har model. Anq lft mizlt In tba p5.0ld - Wbc dm(- do 8.0001 imnsi0on of.a spate.
008th baft b". given in E2:3ad E33. R(A) - AY.O E RI)

11()- (.,Ax - 0,.ER)1

L. .do RL (A) _ (X, j RCA))

For no.Wo In ycar. wa W1." "di bo" nd I.ny 0.8f' n C' Is f'nit nonyon of matrixA. Fto bowm 1. Webovo,

d'moc nMoaty* tab a in industry. oaolicimo.e sotoow . c-P - d-o(R') - dlooCR(A)) +dm NW(1(A).

onoonY tWono8.tooo m~ddnod boolh toot. ot61 Aod PnyebolWo y S th &m)S of Sd~k of 'th 1, d Ax-o 0*, Is,

c. Ad .xto~ to midyrof 6.. Otorth. In t~orrt we, the mna old to &Ml(oN(A)) - p - &.(R(A)) -p - T(A) (5)

1 onwciko 0008.M,. it is m0'yt 110 a f non " -ft 0l"mi~- 1-m 2, Lot A.B In oXp Wo px<q arm,"

ly of linrwadofnlt0.00tua, ocki. T(AB) .r(B) - dk(R(D) A N(A)) (6)
A Sn.01 bwr Mod In, -rCA) - &=s(R(A) nl N(1t)) (1)

y - X+.E(.) -0, ovOC)O' v (1)

Who, Y I- n XI ,.toofotooons. X Ion Xp knwtoti,o

Si Is pX I vocit. of Ovkolo paranotl. and oh Isn nX I randomn vc.001W

whi do1 .oxooo'll, Wo nod tovolanco oV. wtob V Isnn omPlIO def.

Im.1 mtix. Fo- (23 .al (3] woe bay

IIinmodol (1)Is rwn01cid a M-b, 0100 Ibomadd I, wlo'oas fa- lbor 1. In HOW m.W (1). M I O~ cA-lkIfw ol If

Zoot r(A) + "CV) - oCX)()

Y - (13+ c. 3 - bE(c)- 0. -(co) - cV (2) tmooAhIsmXp matri.nA)-k. V b* X~p-) ml, W n

Wbooo H Is on I)X. too.' matix, b10 Is i boo.. k veawt. the.0, o.e o,.. 010 - nholoo of A7AY-O.

Ath.Jm b In(1). Thbomno 2s Wo Tinc pX matrix such1 lit N (A) R (T). Then AS0 Isn-

W- in ht f1,t i,.wmorio fonobon ASi of Sins todmdlo If 110.0 isnto tmlntb in 11w .,08d (1) If Wo Atly It

DIX amnLks B, hat ECSY) -AA. Foo.1, 'ttmo A k nmXpmatrix, rCA) + roC) - rCX)()

W- d-Onl 00:1, ft AK ,qw. W noio 0,5 tintO ftr enilmalo funont AS. I=o liboowm I nod t0mcm 2to. boo.. ftl0 1tha 2 is the. extension

weo boo Ab In d1. bcowma notd Unt.o of ASi I. lb Sc..&W-Mk. of thcoomm I since when for a pXc matto T sl, liat N0(A) mR(T) Ilootont I
tlhtom wbmtto, IVI dmouz the80(0S doterodnt of ft, matrix V.1 In 0 b old.o But tloois noo o.Io [3) abtot Ite wcof T. In 1th fpro

P"mntlo.. =o ail O Ilmar functions of 0 artatimabio. So wtom joonoty nod w. givo smlio cCo001,t which ottodo the matrix C. and si0 give toonwy

ftffldmt ondltions for lto calnaSI10y am. gim proobony. Swnol (1968) of ho. to sitrh C.

Atka LA, Oono na, tin 110wt Combiria10.0 AS am. onnlnobi If no only If lbrova 3, Lat C i. PXq mtix, vx01 Sc~t

ACXX'XCX-A bMo CX)- is Any mtix o~ tMlfyn Scu01 itOIIt dlm(R((X') nl N(C)) - di(OtCX) nl It(A))
XX(X'X)-XX-CXX. (lb. x In .1.2.81ft,&.1-ivn of Moolo X). Dol, Urnt AS Is cialotobl In now otodol (1) if nod toy if

.nMw~ no KAU1 (1176) [13V- O tlo Sc edo* on, I(X(P-AA)) .r(X) r(A) + rCXC) - ICX) (10)
-r(A). ormo t(X) 4w.01 tin rnk of ft. ontlmniht of no mtio. Wans Fboof, From lem. 2. 'to ha-

SoWdW (1981) (2] live notoi ooidon of Sc. asimaboy of AS nod r(XC) -r(X) - ornROXOf nN(C)

nS~;tcno.,ynlonoef S-inw of amuio. 'Ibato d. Inis POW hinto So t(XC) .. rCX) - dim(R(X) flRCA'))
.1-y lowta btxxon onoo tnodA moNoi. ai. raob of n onilo. Lb.

ShunsMn (1988)) .1b,. ntotbue Woodtbol woth inld Ow nin [2i . 'Roca Sc. doflont of colo'bflty. 't into' that AS is .0110,1,1.1 Ifaod

WC MoW n&W gift a CM'Onon .4,101,10014t ilo. in [23 nd [3]. So lit. i thatolI ilt Oto. rXn mtix B sucthat ADBX. w100 t~t) 4.000 fo

datkan In this pnpco Is tU, ottoodo of So.. In Wcouto fnto.m Tamc g"o by oumn of X. Do' p(A')CoX) it e.1lt'otO to,

2. ftlodno so .(C) - OCX) - dim(ROX' n R(A)) - x(X) - 0(A)

UtA,,CTVbmjrjxax~y, rCA) + o(XC) - oCX)

C,OY, boCoVtt.,

Ddflon lot be,....o. inn Do indeoda~t votos, Itom L~o,.
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te 1, Frocathecras2. bueoehtlsos~m3otthe ac. Atd CeaWtget from a-t L. roqoti

MVAhtesectmsof C ismuch Vesterthanthat of T, Berease N(A) -R(T) N~ote 3,1U weo c1*0 soc. --. c6 as ct. *o6 v yy,.ya. y.s .~s

OstO er tha NA) and R(T) hate the saslue, -stms those Acledet to . *..A

bus C it drifert froom that, this my he som a foltows, then

Let -brous0..hs~e* sthmtcarhpe dcst voorof R M - .o .' .... Y.)

00 Loesee ot ertcoroof 16(A. teeot-().eA>~ . ....',o. Wtoet. - is -2

Yt ..... ho sesotmom11cest LtOV-dent veetpoe 0N?(C) where r-p-t Som H. A

t-s+l,s+.**'.r) -o each othe. todoodet vectortos, I toe vsp-t And MC- Is quivalent toAC-O. Since AA-O th eae osdo-

above,, wehawb-o sAx-O. thn twe get ttooeo 1.

-doe(R(XC) nl RQI) So the theore2m i St prtsodar .stsatioo of ttooe 3. For I-oa model

SoIf threeis also rOC) - (X) -r(A). (2) - haw'

or =Lt E- Iof e(XC)..r(X)-e(A) Ishold. Whetn N(A) -R(C) theoeo, 3 Cortisoy 1. Le C be a PX4trix, such, that

Ibousltoy hotd siefrom fet, mm 1, -o hate dsm(R(X If) fl ?(C)) .dhe(R(XV Ht)nfl 16 ))

N()-t. (C) !-N1 (A) wR(A*) theo ASlo.moel(2) etmabl Ifaord y. if

dso(R(X') nl Nt(o) - dso(RwX) in RwA)) (X) 4 xc~rA

d-o(R(x,) fi8(C)) - umr(Roc') n RCA') (x'H') x~

So the rostras In co pawe Is the eettoatho of these In (2) sod C3] (t1)

Nfot 2,Howe to sarceh for C? Lot a -Ahsit. [rato m,,eodel Is

Smcr X.-, A.., we alsohloowtrrics o ROO', R(A) wooalo YXM+. 1I)

kooto What Y is aon ot -en~e mum.no X iss annXPt kowmes *ri, sod 0
Lot oCX') - t. moshtp'o) Is a PXm uohoow pasemtoos, c Ismo oXm Oavidoet matrix. lot t'CX) deot

t(A') - I. <tolo(p~et) the 10000 Of cottEl X, ttCAO) Isetslerahto If theeooltts toXn matrix B such
that.

M.e rosoneso lhseae Independent cootrs of ROC), R(A') a.o ithe. E(tt(By)) - teCAP)

ao thos, spopeed ht Notw I Since From the defidtott, wlto 100 that ti(A43) to cOttmabt If od only) If

O~s~cdA(l,,l,) there exit a mX, msatrio Bsuch that,

Thera dm(RCX)fRA))..t A - BX

Form theorem 3 If there Is also Corollary 2. Ur~eu model (11) If Sthr exits a pXst matrix C, soch that

diOCr() n N4c)) -. dim(R(X7) flN(C)) - dts(ROC) flR(A'))
Then the estl-sblity' of AS In 110000 mode (1) Car b ho aslfkd. For If C then Ur(AO) Is estimable If so oy if

bat 1. mew for, we - , o 11Y o jstify if r(XC) - t(X) - (A)

r(XC) - rCX) - F(A) Is oo or to

T.e ways of oht NW() ae at least C. Broauoe tee can Wo cos, a Reference

Vectors flo= to he Itoos l'depoodeo1t etrt Of R(X), theo add soty

eolora whicb a- Jrodcrtset with os , %o . S tr te asmote so h- ) A 31 .K. Btakalary sod R. K6.:*. OnlOrlos of h,1111es FiahEllfabty Ceteeta

the added veersuso form a tot 11-ea Indeopendent eotora whoe diototoho Is Amo. Statst 4(1976) 639.642

smallee thas the wohole apace orudicod. (2) WOOS Sonnult, so the Eatmebillty of Llea Paaettric Fsocdot to tAo.
Supoe the ohncttotrae ... '... tar Models

Where Is,,,,4''IIs a permutation of 1,2.'*'.l, lot y ,i,,y.he Soe A JTA Math-tatl Apptkslte SINICA VoI4 N404 NOV 1961

adding coltors tehMl ae hrpdeyedot with uts .... ,othet 010 . ,Y.. [3]J UsSh.oatcs t PsoheeRmeohto h S Etlhty of h .,Famaet-

ya.*..y. formsA toe P apc a, 010 FeuxCtioes Is Lloear Models

L(oe...... y,,,,".,Y.) Mathematical Sttde sod AoCaled Probability Vol 2 No?, 1968 165.

Let 84(C - loosos ',... ys .....,y.) 168.

And W' - (v~.,'e..c. y,,y ,...y.)

Where Wita matrix formd byas,"e. Y,,Y .....Y..

proomfNCV) - (1, - .t E R.)

we has, V0s1,04'.",.. yt ys,',y.) - 0

So MeC-0
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Dynamic Prediction Model of Regional

Industry Economy System

HmltYs~o; LlatumbalH . m1+ooa

S..StO bur..0 of Harbin City started- bur00000 1004 j=9f PrOO10 Rd WUt JIM0 University

Abwct-la thee P&Wo,tho Dou"tO-Lood Fro"I00 Model ts "ood amons them, Mk,.o()1(k.*b.k o Randons Time

and by mtao it. a nev meod to save prodoton pobttO of t03100*1 Vaoyms; paraetr. Is4 ana we ranks of the model p is TI.. La.

g.Otput robo of In~dutry a presente.d- 'The rotobs of Vaginal mooty hae or otalo -oooy .coloe

dkoogror--1tf~t0ess M tt41t4 U 0(k)-(-Y(k-1),-,-Y(k-)U(k-p),U(k-p-

Y(k)- 0(kyoQ(k) (3)

it t raofroarx boh in teorY and prosco to analyse W0 pre-oo b..o 0(k) Is* a old.4bsootlo Imuloot seeks. Model(2) Or Model5

,ondoa industry eoooosyse troot It Isonot oly koyftd re make told. (3) is Called Fogt-Level Predont Modl.

00tle. .r toof-toren plan warn.r~by, bt *1. o Iportot e04oml 31o G(k) IsO a .0*0 mromcda vnbl.,th. reatbraxsea; mol M

-I.00 . rem,41oS and .d100t.s,OotlooIf th OUA W-cr. too rs. (e(k)) that G(k) - W bite d can10 t.s oreated oordioe to Welf0

Moy. p'ogrry enerat Mme. Srrees Ao.Iysas MosWod ost ly roof to thanidg charactr. At this, place,

ansyse and podgt Mloeud01Industry -oooosy aoeoloft MIl. Bt tbo eg)0k,(-)~ (k-q))

r~ioont III=0 intr~i al tpt value 0sal Satonoty Randomr S.. 000m q is a roer coustt. since 0(k) hasnt had .oy derni100., toodel

queen,, ttoroforo. the .00dCatlor of de0.00 TUss Series anslytet M(e(k)) cOut be Wo up by the pure0 to1.0tbeesce 00.1. Accurding to

mrsO10 otli om,r000ogoe ddfi*0400*. Somestme;o th. time. xrrof., do. litsturcU(),the Modl Alt thod, Cnaot: looroosset mtho0,Ccon-

to kaoe to be resolved. T1W tr04rocy termo "04 i toetlmv torobo b: Vas Factor mtho~d, P"W. Voooo*1o etod , Period Incrementt

separated.t In t tease ~ the othertm wref $tk=oY. t~ 04 e0 TM e moo .- 50 4Avraepr 0 oximate method and00em.me usually tool to tot 5*p

toosAnalysis Moolod WIo sedoo to Oedtc tos 50.0 to Oto oput "It. model MeOk)) o irodoooo p,.510 MOMd M(e(k)) it raoSo o,-

or. o0 4-tovrl P"edton modl.

By uune the Doublo-ko ri dction, Model*WA M*14lool Roosso- As10 far M Ie.Lol P0.4*040 Modl 9OO5,7he base stoo of Sb.

sio. Pted~o Method, It wenot Wbe ootory to cool.. the tune W-oo snoodflvel Rococoor boedjtl. Metotd~re rolerocro (3) Itenotional,

and tb. suotien of therotedy time. sedries. alo O rocootaoy. And the S00$ fellow.

uoom04oo, amounssoa of luoddltion voll be decreased greatly. 1) ACooding to oteeooofo 4000, woe uoo VrOW diOgoaoIshol; roodo

to estimateo d.0.05*00 prametebr 4(k) of tb. mool (3).

for rossmpbo, tb. followlo5 Rocootovo Algorithmo coo be appiol.

I. Doosbte-od Prdiction OMo ro.d 6(k) -i(k 1)+yg .,' 3 pO(k) {Y(k) - (Qft -1))

otlLotRecurse P005.010,10.0504 Wbere 0(k) expessthe Sb rsosatiof value of 0(k)

2) Acroodini to the etsrnmd valuo 0soysoo 10), 4 (1), --- 6

ItI.oWit ever tb. chanjuns O.on. of gfoss Lsotrll Outpu~t v*100 IN).-O roo u the1. Socood-lood Prodilo Modl 6(k+ 1) -M(6

of w00 sees, tot Y(to) stand for the moss Output Val- of Industry atk (k)),Wbt. N~is tb. present 0000t, 004

b,to 019(b) stand f eteInpt Of Industry oygrro,tndolft Invest- dk-1kjk ),(-)

moot In fixed aseets and circutaxing fundt. Generally speaking, th 3) Throuldt lM(6 (k)), th0 prediction valueI(N+1), & (N

cooiotlawof Y(k) categ~ibedby themdl of tformsbet". +2), ...4 (NI-k) of Sbei. t oyoo 5orsontcr 6(k) coot be ob-

Y~).Ykl+-+.~kA-.~-)bUkp tainol,W c b1w. h oedkoo step 1,,o1.

1) -- +.U~- p- )(I)k 4) ACC.Idedsto ipt ve se, (N+ - p), 0(N+2 -0),~

ob.Oe ,,-.,. 1, *b. ot o, tioa plooo.foo,V(k)is R.olo (N+h-P),otodt 00000010.0 beforean using1 the Fat-Sovel P041.

NeeseSoo., i0ofrto.o, o andIn.1t ranks of tb. rooll,.04 p 1. toot Modl 1(Nhk).-(N+)4I(N+h)ft p0edictio0 value, 1(N

nmo Las. The param~terso,., bs,...b. of the mo0d are Ttimer +1),j2(N+2),.(,+),csr t beotinar.Wbhtt

Vaeyooo. TO. Chaorerof ase.m0ore. ttdro a nges tosof economy 0(N+I-)-{-Y(N). Y(N+-h).O(N+I-p),U(N -

loong "emss And the. kLotaoco (1) Indicate; Obot Sb. Randomo No. V t,.(N +-o)

(k) of .o,*d (1)v.= be oooattd. But at this time, it mug0 be compen5- 0 (N+2)-j --j(N+ 1), -Y(N), -- Y(N+1 -p-),I(N

*5104 by tb. Parmageo Randooalf*ratio. So woe m &"S mbo del 00 (1) +2-p),(N+ Ip),-U(N+2-0-p))

Ito Sb. form, bdov

Y~)*()~-1) +--- +&.(k)Y(k-n) -b. (k)U(k-p) +t,4
(k)U(-p- 1) +--+b.(k)U(k-p-t) (2)
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I. App0tro1. EotPo, l 2) About the ;Otdrebn toad of Harbin otr gross 01pt owlwo of

inbstry

1 ) T.e pr'ect .,.Is of Heiloa jsn p 'mm'ce &I- cu'Put 1-alue I.floigmnoa nw.heccldm

SoT I.,, T £0 lea o i'xod af. .The u..t Is RM 109 r100axn yu

7b. fo toa. num0-ber ar. known hitorl dit, whh were1 tice &A.-1 .0 0t

po0d .ccee-z to fixed Price, The - M IZ.B 100 n r year Val. of year vale of

I V~ 0V~0 odt0y ind00ty

v1- of l. fxte 1971 '29.2 1981 06.7
Industy s 1972 30.8 1982 60.1

1973 33.2 1983 60.9
1974 33.3 1904 75.7

0971 131.9 5.94 1975 37.4 195 00.61976 U7. 1906 96.1

1972 13.4 6.67 1977 42.0 1987 10.2
1978 47. 5 1988 151973 149. 2 8.40 1979 52.2 1999 127.7

1974 159. 9 8,96 1980 59. 7 1990 125.5$

1975 177. 7 10o 97 1

1976 187.9 8.26
Aeoo'd. to the foort las whtxh .0e geNt above, the conit years

1977 204.3 8.89 poitcion vabloc are fsolows

1978 222.1 13.25

1979 236.7 12.70 year tre Val P004.0. 0 re rate(!)
val0

1900 249.1 15.90

1901 256.5 14.05 1987 108.2 107. 1 -1.0
1988 125.6 116.0 -7.6

1982 274.1 19.60 1989 127.7 125.9 -1.4

1903 295.6 24.39 1990 125.5 134.5 +7.2

1984 325.0 26.10

198S 30.8 29,65 "7. P 00tosbo l v.tb-mvntv o d ,opet€ t that o t in H0-

1980 309.4 34.09 ItSoj polo or In Hom City,fth error $to In 1987 and 1909
were thln I percot to 3 p2t ct. But the tror rates in 190 3an

1907 432.4 41.22 1990 wt. twotwm 4 9,lromt to 7 Percent. I Industry Incereae .

1988 482,1 43.57 1988 and 1990 were nUlWA uox tutlot. In 192820.ntoooy woa l'0

19 1.ion Total aounht was 0o0t0olod. In ldustry inoresed o %=
1939 011.3 30. 97

3303. Tlbe Wtpoot VAoU of l0MUy t1a that of last Ytet Were 11.5
1990 $19.7 4.39 percent and 16 perent ropctioly. So 4. 3 p"toot and 7. 6 peonto

armott oovod. Io 1990, dettnd tort omoot wtas otold. 7th uo.

itasoetbl. economy structure was a. tod. Tbe Increase speed of odk-.

try dcreasd. Sot o0000 7 ptott tro oCmo o These o s4owo that

Acco to te fomuLwh o tot o givet. above,th e recent yams 0i4 Dtg-le. Predi o Model t0d MoI-Lootl Rec=11 Predlo-

oedictkon vJ3o00A' as ftllows, tion0 Method to predicl the dynati f regional Industry eoomy 0ystem

is_ _ _l ble in notnd yer. But the thoroogh-0080 a0d omarte SAflyosi

thould be do. In 00 ua1 years.
year true 031." t ort rate()

Ref teenc

1987 432.4 423.7 -2.0 1 )lHan U1l1i,Muola-lvel Rworsve IdoticAtIo Method. Chi-

1908 402.1 461.6 -4.3 000 Journa1 of AomatOori. Votlo. 1(1909)

1989 011.3 000.0 - 1 .2 C 2 )H 0 gh ,he MulI-lvel Recursyve Method and Apli. -

1990 519.7 ,0.6 +6.9 den I Soot. Bsips. 1989.
C 3 1..n Z1.t30g ,On lew Method of Dyntan* System Predicto,

ACTA Aoutaoor Sik,0 Vol 9No. 3 (1983).
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C~omputing the steady state distribution of
networks wvith negative and positive customers

3.M. Fourneau
L R.I., bit490

Reently i si,4 das of quuigre-5 i( ng v oes to queue ) wasa positive customserwith probatbility P+'[i,j), or w a

prodct orm oblio~i 'Psibe " meiswe dertica tothe the nork 1 it pF r obait op io). oe shto dnoe the staeof sthed

usamutmr faqecgat iea tnoega yti e s ot quuigntok ytevco = (3) N wee2 rpeet

tomsdck3Iscutoerhe I i- o at ept qeu te tae fPericscntrI ndisasusauthstomers usomr

A.vestd Pari S Obviously, thetio cutoe isos Rqaton (Eqa (1)ed poi)t (3) hi

tin tesablt polm eatioexit In J) inthr r typ e n e enot ae boy 1ze.1 the xten e of thers soi iseu

Preentan lsritin o cmpte he te do s t ione ow to aretH dirc te he grath is roaselit distpoibltio o mpoestte
oftesetacm~sandchek te neotwyorhequs, W ofthe two , o f it eesis The foloing rerul sof the rh t

Inttinpe epropsea aloihtoopt h sed tt ewrsadiycoiissoi h existence of ah solutons o cu

isstiboa f tis sctin ino ntrouce temrioss deeadinon itheroduce som er ithe stcaprems o liea
custmer ar eiher"neaitverboitiv ay Inrod0ueu Awashw o aea rdctfr slton doihe custnoes ente aki A, +r Atj4quu n eev evc s riaryrqucueto nue ty uoeers,. Pj~s~ (4)

whie neatve iifo e aielee pstiveracus t er. r ViA i~. 
0

proes wite deoste y d A gtve cusntorivlm teoeors o v ontsstmsnc ,isputieadcalertano qu boexena rivlnussedneenetPos tot ha h sainnrtycuisoi nuiclddinoteNie
rens toqee -syasde bys, bhe thes steryn nerival wateho negative If fo an ,i eult , bnw bo w t(tquu 2)i o
customers wstvtodqueue he a xpowihnetial nwith s menj. tbe3OhrieIesluio4t1scndpolmsovoul b

o tseachanoitgmposmayvehane srie cinrs. Anontur atssthe ona ousnoph.istpolm Fihrst niuns fteslruptection of It serice, mli ers o fessesstv customers betwee quua follows tion uc th ark va am or of1 7 n +a the modelaraepreoniented tby e aresourchain.q etwie negivmee leavoigeithe aftes oftsero afteriv anfind'c~oer ~rgt ttinifocauorempo t o uue isappar o t ne rqets-b 1809ohrsaiosi h ewrk rhrocte n()hv h



Description Therefore the sequence of reat values Z ,u~j sbuddb
We consider, for any qu!eue index A, six sequences of real numbers a gcornesr sequence of rae c. Note now thot the assumptions of

10k~, W. )A, ~ j, [A [Zadfnab ndcin(nb s t'a 2 rosy be restat~ asc < 1, this implies that the sequence
follows -~~~ki decreasing to tern.

f a j + Z , l 1'q'kClearly lemma 2 proves that the algorithm leads to the solution of
1~AS sA: + raP+U:iIjs!5q)s the fixed point system. If the notation is such that all the components

+ Pijt 21"Usi, 5 *w malrta,10 hni s loavld ouinfr h nta

auth th folvig i proble an we (i) rcomle lonadfi ttn i in aloth otionk frte nta
smin(, thris i cmpnnt/,i(ottebondr of the domainf :(']nAA; ront11 p+ 1X710) hbcn this iuttits that the loncr buntd [uifh/(, + Ij~:Jk) it greater

1Xpoiterotek) thus 1. So thcre is no solutiou of t Ihe fixed point system inside the

the computations of the seqnences. The frO'nming theorem states that Thus She proof of thearemo 2 is complete and the solutions of thc
under certain conaLit~ons these sequences lead to the solntion of the fiscal point system (9) gise the loads q, of the queues is thu networkl
problem., or show that stie queues are unitable.

Theorem 2 If for any service centcr i, une of the followrug ossump. Each iteration of the algorithm consists in the computation of the
lions, is satisfied new valnes of tlhe sequences and the new vau of thu difference to

check the accutrcy There are GA' new values to compute and for- of
ethe pmblability that a Pouitice customer heases the station to 96 them (the mint expensive in terma of consputatins) require a linear

ouside is stricly positive (i.e. all] > 0). numiber of operatrons. Therefore the complexity of each iteration is
.there isa strictlponsitieeprobabilitypthua customer, either positive quadrtatic.

or negative, joint a queue j see the rote of n egultice customers VCocusocoming from the outside is strictly pwsitis'e. (a r. P+[ij) + VC clso
PU,,I > 0 and A, > 0) In this paper we prove the stability (the existence of a solution) of

then v~c ulgorrthm coutryca ts Xr talsts of the tod (qj)..ir She fixed point system of equations (1) (2) anal k3) using as algoiths.
which as a solntion of this iesofircAl Potint system to ohtmnt the solution. The uniqrkeas of this solution in the dommin

Proof ofteagrtmof ergodicity is obtained because of the Marhovian frantework. The
of te agorihossolution is accurate no we obtain Inset and upper bound for the load

Lemma t For ail a the sequences satisfy thecfollsussg retlaons of the queues. lAurtheruote She algorithmn is etfictent as thu differ-

( Tjs l kj and (X,*o :5 [X, I and (II tjjk (6) trnce hetween upper anid tower bounds is decreasing quicker than a
geossetric sequence.

1 The sequences IT.f1k, 17Ak and (A.)]s ste non iucreasing ond the Ac.- Sincoe ederived this algnrithm, lierodal of positive anal negative
9nets. , e and W, JS are nton decreasing. customers was improved to tate into account customer class. It is

shown tn (5) that network$ with multiple clases of positive custorr
Proof by nducton o k.and negative customers also have product formn solution and the fined

Lemma 2 The scquence defined by the differencesi betseen the tic point systcem is slightly diffeacos. Appliwatou of thu algraithio to this
seqnences[lfls and[gIJA is positive non truecoisA. arhcroe under new fined point system is straightforward,
the dame assumptions ou theoremo 2, the summation ocer the queues
of these differences muliplwe bp the rote of service of the queue it. is eerne
decreasing to tees. R frne

Proof: We hove to consider two eases Acwidaing to thu value of III F. Ilshett, K.M. Citanaly, Rl. Niate, E.G. Paloctus Open,
the lower sequence W5~. closed and mintd neticoods of queues th different classes of ens.

6if for some I j1j6 s equal to I then obviously [(1ji is also equal to tomnero. ACM Journal. 'ol. 22. No 2, p248-260h, April 1975
I. And for alt k) > t the twvo sequences stay equal to 1. The notation
of the fined point system is on the boundary of the set of definition [2) E. Getenbe P'rodsctformv networks soilS segulie andpostivse ens.
for the load qi. The station is not stable. toniers, To appear in Journsal of Applied Irohahilisy, 199

.sOn theeother hand, if [I]s ir strictly smaller than I we easily give (3) E. Getenbe Stabilityi of Randomr Neural neta'orkls, Neural Cam
a hound on the difference betweencokl and WkJ. Let (Ax'*I (Axlk puturion, 1990.
And (Agqls he the new sequences defined by the diffecence between the
upper nd lower sequences for 1iton k' [4) E. Celenhbe Randoma Neral ANeitorha, torth Acyoztrce and Positive

= - Signals and Product Form Solution, Neural Comsputation, 10

(AA~ w[Alo -~Ja 7) 5] J.M. Foutucas, E. Getenbie, RI. Sates .ffutticloss O.Neftwcrhs,
PINl in (7-1 - W kfi E Ih eport, Submitte for publication. 1000.

Using that [Iji, as smaller than I for all k, we get - (6i) C.D. Gwtsa, . I. Zaugmill, Pathuat to solutious, fired points,

(Aq.s~s 1y + pj) ~~]/p + ~~l) (9) and equilibria, Prentice M~all, Englewood Cliffs, N J., 1981.

And after some algebraic manipulations we obtain

Let c' = M W(P[fA)+P-U, a) "~ anal let c be themonimum
over the queue tndex j of the values e,. Then,
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COMPUTATIONAL METHODS IN THE OPTIMIZATIOM
OF A STATIONARY(S.S) INVENTORY PROBLEM

B. D. Sivazliao
Department of Industrial and Systems Engineering

The University ofFlorida
Gainesville, Florida 32611

SWe consider a periodic review, single h

product, single Installation inventory.control system h ( + p ((-y)o()dC y 0 (3)
with probabilistic demand operating in the steady fy

state under the (s,S) policy. 
A unified methodology 

L(y) -

is provided to generate five computational techniques

for the determination of the optimum decisiono < y < 0 <(4)
variables o and Q-S-s soas to minimize the steady-

state total expected cost of operation per period.

The computational methods discussed are: an analytic Theort

method. a numerical method. an analogue method, an
asymptotic method and an approximate method. Theoptimal values of Q and s, Qo and a*, satisfy the

following set of equations

1. THE MATHEMATICAL FORMULATION

Consider a periodic review inventory control system H(s*,Q*) - K and - - 0 (5)

with immediate delivery of orders where unfilled ex I-Q*
demands are backlogged, The demand during successive
periods is, described by a sequence of independently ((L(s*) . Ls*+x))

and identically distributed continuous random where R(a*,) -2(M(s*,x)) (6)
variables with probability density function 0(() and *.-I{(x))
distribution function.(T

5
) (O<(<.). both assumed to be

Wplace transformable. 2, COMPUTATIONAL METHODS

Ve shall assume that the procurement cost has two
components, a fixed component K (K > 0) and a variable 2.1 An Analvtic Method

component c.z. where z is the total quantity ordered.
In addition, we shell assume that a cost L(y) is In this method, the function H(s*x) is first

incurred during each period where y is the initial determined explicitly by inverting analytically

stock level at the beginning of a period following a expression (6); the system of equations (5) is then
decision. The ordering or stock replenishment policy solved for s- and q*, Although this method Is quite
will be of the (s.S) type, that is. if at the end of a general, nevertheless, it is convenient only when the
period the stock level is x<s, a quantity S-x is expressions for L(y) and O(x) are rather simple In
ordered, otherwise no order is placed. addition and quite often, the inversion of H(s*,Z) can

be extremely tedious. Using for L(y) the expression

It can be verified (13 that if Q - S.s the expression given in (3) with O(x) taken as the gaee density

for the total expected cost per period takes the form function with parameters p and r:

K + L(S) L(S.O )d (X) 00Px, r >0 p >0 (7)
o r(r)

g( ) - C eD (1)
we obtain for r - I

(()d( Ml(s*.X) - h I (12x2 + 2px) + el5Ah+ 2px (8)
2
lp

where (U) - 0(u) 4 F (u-v)o(v)dv (2) 2,2 A Numerical Method

This procedure consists in inverting2(M(s*,x)) in (6)

and that the minimum value of this cost at optimality numerically for a range of values of s*. The value of
is: a* and x are then selected to satisfy the system of

g(S*.Q*) - L(s*) + cD equations (5). To illustrate the approach, we
consider the case of linear holding and shortage cost
when the distribution of demand is gamma as given by

where D - J (4(f)d( (7).

To reduce the total number of input variables, we

Let h denote the unit holding cost and p the unit perform a dimensional analysis. We first note that
penalty cost. Since y can take on negative values, the problem involves five input variables (p, h, K, I
the expression for L(y) becomes: and r) and two output variables which are the optimum

decision Variables s* and Q*, Ue can show that it is
possible to express the two dimensional output factors
ps* and pQ* as a function of the three dimensional
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Input factors?, i nd r. In the sequel we shall 2.4 An As'ostotlc method

express tedimersional-factors by ASSUmt L(y) Is given by (3). Denote H(x) -1.0(x),
p 

2
Kpthen

? . hB r ,X p;anY PQ (9)h
h - h ~ sadYs~ 2(M(s*.s)i - ~-~-+ (h+p)-

Equation (5) can be written a and n(.() ~ .()

J %(X,t) dt (10 -~*x,

mon
2 
11,4(11)

-0 (11) ~ (hp) ) .(i~~s d. (12)
where mo(XJt) Is-the derivative of the function ED 1-O(n
i4(s*.x) defined in ( 6), a ppropriately scaled. Figure
1 Illustrates a typical output. For large x. we can write:

4() -1-D z s (DI + 02 .(.2)

where D <5and o2<o denote the finite mean and
vIanc of the R.V.(. So that for large x, the first
trm of (12) becomes,

2X + (11
2(1_;(.)) 2 2 D2~) 01

~ L. . LA similar expression can he obtained for the seconid
term, We obtain

- -An +~ho

Y .1... A Axroxfme Method

Figure 1. Optimal values of X, Pa and Y -pQ when Sf,wo &asme that H(s*,x) is expandable ax a power
demand is gamsom distributed of order r - 5 (A - /h seriex of x, then for small x we have:
B -2KI/h)

2.3 An Anaorue Method X*x=so+ax+a2x

so a, and &2 can he evaluated by making uoe of the
This method Is based on the analogy that equation (6) known Inherent characteristics of the function
hears with a feedback control system. It Is possible il(s*.x). The following Identity Is obtained, where
to design anelectrical analogue circuit to simulate R(-) is some remainder term:
the above system, By setting a as a parameter,
conditions (5) can he made to be satisfied. 2K

(- + L'(s*)) x
Consider the demand per period to be of the gammoa type Q0

given by (7) with h -1, p -
1 0

, p.- .4, and r - 4. K 1 4 )1
2  

R) (IThe Plot Of the output function m(s.x) - M'(s~x) for - (7-- 1's)L(*001x (Rx-2x),
various values 'of a Is presented In Figure 2.2

This Identity yields the following approximate system
of equations In s* and Q* for small Q*

Ll(* - . and L*(s*) - +K 0(0)
Q*Q2

This method In conjunction with the asymptotic method
could be used to provide hounds on x* and Q*.

3. REFEBENCES

(1) Scarf. H., E., D. H. lford and H. W. Shelley
(eds), Multiste Inventory Models and
Ttchnigmes. Chapter 1, Stanford University Press,
Stanford, CA. 1963.

Figure 2. Hybrid computer results for m(s,rx) when
r -4and p - .4.
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OPTI4AL CONTROL WITH A CONTINUOOS TIN MODEL OF-THE
ITALIAN ECO1HOY

1

Fusari Angelo
Istituto di Studi per la Prograe--azione Econo=ica (ISPE)
Corso Vittorio B.anucle,282, 00186 Rose, Italy.

Abstract-Thc paper applies the =axi . princi- A second for= of objective function (b) has
ple to a model of the-Italian economy specified been obtained by dropping in thc objective fun-
as a stock-flew continuous tine =acodynamic ction specified above the tern which minimizes
nodel and estimated'by a full infornation i-axi the fluctuations of gross investment about its
mi likelihood (-PiL) estimator. trend a- adding, as control variable, a tern

which minimize& the deviations of money wage
I. INTRODUCTION rate in tS'e private sector from a desired path

The purpose of this study is to outline at an of this variable; therefore, this new objective
aggregate level sone optimizing strategies and function also includes the expression:
policy design aimed at coping with the sponta- -k log-4 -1pg- 2
neous tendencies in Italy of income distribu- " P5P9 psp(t)
tion and public finance seriously troubled by Where-logw tlOgw + 0.03t
a large and incessantly growing public deficit. psp(t) psp(t.)
The sesearch hinges upon a model principally Finally, the third kind of objective function
devoted to sake evident the relations comae- (c) adds in the previous one a new target which
cting the public and private sectors of the I- minimizes the deviations of the public debt
talian econoy (1). from a desired path of this variable. Besides,

it substitutes the wage policy by two new con-
II. SPECIFICATION OF THE OBJECTIVE trol variables which minimize the deviation of

FUNCTION public setor expenditures and of public sec-
tor entranices from some hypothetical ratios

Three kinds of objective function (a, b and c} between these variables and private sector nom-
will be -i-ployed: inal value added. So, the new objective func-
The first (a) maximizes the level of private tion replaces the wage policy, in the previous
sector value added and of gross investment in one, by the following expressions:
manufacturing industry and services and mini-
mizes the fluctuations of the above investments -ku T( -l(gPRO (t) -lgO(t-lgP
from a trend, using as instruments the interest wherc6 =0.6 is a desired ratio (expressed in
rate and currency. In symbols, this objective logarithms) between public expenditure (U_)
function takes the following form: and private sector nominal value added, and

maxj8'f [1 OPROD +logOJ 4qlogll... PROD , 01, P are the variables determining
.1 Y sp(t) l~tP I 1t) private nominal value added.

"qjol(t- 9itl)]2-k= [(t);(t]2 -k (logeT(t}-lgROD sp(t-logOl ( t } -logP-( t i )

-k i(t)_-1(t3
2

dt WhereT -0.75 is a desired ratio (expressed in
logarithms) between public entrances and pri-

PROD indicates the private sector labour pro- vate nominal value added, and ET indicates the

crivity; 01 is employment in industry and serv- public sector revenue.
Besides, we add the new target:

ices; I1 stays for gross investment in manufac- 2
turing industry and services in real terms; -qB(logB(t}" l (
m indicates the variation rate of currency; Where: ogB(t}logB( 0.05t and q=- 0.5. B iS
i is domestic nominal interest rate forlong (t) (t.
term government bends. The dash on the variable the total amount of the public debt.
indicates a desired (or ideal) value. All de- We refer the explorations to a planning hori-
sired values are represented by trends. To be zon going from 1981 to 1986.
precise:lOgll(t}IOgl(t.se0.01t; m(O}0.030.Olt; III. BRIEF DISCUSSION OF SOIE RESULTS.

i~t)-0.Olgl-0.0Olt; (in quarterly growth rates) The optin. Ation results , being expressed in

We have employed the following weights: logarithms, allow us to take directly the vari-
qy- 1.0; 9l. 0.5; qi} 0.5 ation rates of each variable. It may be useful

y (t) to expound a table containing the average ra-
tes of growth of some more relevant variables
in the planning horizon, obtained using each

IThe computation programs and the continuous one of the three kinds of objective function
methodology used in this application are due specified above.
to Dr. C.R. Wyner.

1813



Tale 1 Perent yearly averase roth rates Total amount of public debt (B)
of the objectives. - .

Objective Object. Object. Object. Force.

variables func.(a) fumu. (h fune. (cvalue

01 2.41 2.71 2.07 1.36 - |

P0D 4.96 4.57 4.40 3.84 -

1, 9.55 8.30 8.99 5.85

p 8.60 15.55

Table 1 shows that the adoption of each one of 1981 82 83 84 85 86

the objective functions leads to a remarkable Public sector expenditure (UT)

improvement of the targets, with respect to the

neuralsoutin.When the objective function a

(b) is adopted, employment growth appears near-
ly doubled in confront of its forecast value ,a.

probably owing to the use, in this case, of

wage rate as control variable. But even in the a

other cases employment growth is remarkable.By I
adding the growth rates of employment and pro-

ductivity, we find that the yearly average rate

of growth of the value added in the private sec-

tor is almost 2 percent more than its forecast 1581 82 83 84 85, 86

value. Also the dynamics of private investment Public sector revenue (E.)

shows a marked push. Finally, the objective .

function (c) including public deficit among its aa..

targets, shows: a)a considerable reduction in

the dynamics of this variable and, b) that the aa.

use of public entrance and expense as policies a

does not yield a great benefit to enployment I
and productivity growth. It may be useful to

expuond the trajectories of some variables. .,.

Employment in industry anO servlces(O 1 )

__ __-_ _. 981 82 83 84 85 86

ltis interesting to observe the trajectories
of public debt and of the policy instruments.

9.:1 We can see that the fulfilment of an incisive
wage policy, as the objective function (b) does,

determines a sharp reduction of public debt

growth. For their part, public finance policies

I zpostulated by the objective function (c) cause

a drastic fall of public debt at the beginning

of the period, which . followed later by a con-

S98l82'83 84 85'86 siderable growth of th ; variable, the trend

ratv"st value a Optimal value (a) of which remains m, b Lower than the neutral

Op -l vaiue (b) Optimal value (c) solution. This resul
" 

is due to a strong reduc-

Gross real Invest.in meanuf.and services(I tion of public expe. , tc-e, while fiscal policy

shows a moderate trenG For space limitations,1 we avoid further comet z on the above graphs
and conclusions.

REFEREWC.3
(1) Pusari A.(1990),"A w-rodynanic model con-

tered on the interrelativiships between the
public and private sector of the Italian econ-

omy-, New York Economic Review.

(2) WVmer,C.R. "Trans, Reslul, Continest,apre-

r81 82 83 84 85 86 dic computer programs and aelative manuale.
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A STRATEGY FOR SOCIOECONOMIC SIMULATION OF EUROPE 1992

Jon cul Walter
California StateUniversity', Dominguez Hills

Computer Information Systems,. SBS D-325
Carson, CA 90747 U.S.A.

Abstract - Socio-economic Simulation (SES] is, II MODELING cONSUMPTION AND INVESTMENT
a multiple decision-maker process allowing
competitive or collaborative behavior among In trinsnational oigizations, dicision
persons sharing a.comm6nsimulated economic makers need to decide not-only whether to
environmant. Discussed heriare the problems, build or-buy technoloy;' but also where that
of handling 3udgmental information in the is to be done. At the national level,
modeling of consumption and investment. This consumption and investment can be described:
is implemented with the application of
Computer Assisted Software Engineering. (CASE] C - C(0})mpc*(Y-T(0)+t*Y-TP(0)+p*¥), and
diagrams and the use of linked spreadsheets. I * I(O3-cr, with the variables:

I THE PROBLEM OF JUDGMENTAL INFORMATION I(0) Autonomous investmentc Marginal efficiency-of capital

A problem often encountered in the modeling T(0) Autonomous tax revenues
of economic events is the inability to t Marginal tax rate
include Judgmental information together with TP(0) Autonomous transfer payments
the quantitative data. Human reaction to p Relationship between transfer
changes in the simulated environment can be payments and income
of greater importance than the numerical e Exchange rate
precision of the estimates afforded by the C(3) Autonomous consumption
model's equations. npc Marginal propensity to consume.

Y Country A's national income
One way to surmount the problem of Y(B) Country B's national income
judgmental information is to actually embed
human decision-makers as role players within The constructs presented below are new
a simulation exercise br *game." Thus a approaches to business simulation. The
simulation model contains not only data, a simulation serves as a "Gedankenexperiment*,
set of equations and procedures, but to detect incipient difficulties before any
furthermore a network of participants. In actual decisions are taken.
this network, participants may-be subject to
partial ordering to reflect hierarchies of III APPLICATION OF CASE DIAGRAMS
organizations. Although their essential'role
may be competitive, the decision-makers-are Fig. 1 below is a diagram of flow of funds,
empowered to help each other understand and patterned after a Data Flow Diagram IDFD].
solve common problems for their mutual This diagram shows part of the relationship
benefit through theirnegotiated sharing of among a transnational firm, a transnational
information normally kept confidential, bank and a national treasury.
Consequently, the simulation is defined by
who the participants are, in addition to what Transnational National
they do. ank reisui

Participants' actions are of special Interest Loans Tax Subsidies
significance with this-approach. Their
behavioral.patterns are recorded by the
computer system and become an integral part
of the modeling process. In subsequent Pinancial
exercises the system's adaptation to Participation
decision-makers' behavioral patterns is
incorporated within the simulated economic
environment, for example, by using the Costs Financial eturn
empirical data of participants' responses to
change thelbias of one or more random number Transnational
generators in the model. Pm

The res-ilt is a truly interactive process, Fig. 1. Flow of Punds
where the-model's properties influence
participants' behavior. This behavior, in
turn, causes changes in the policies and
procedures comprising the model. Various
examples of the application of this strategytoward modeling the 1992 economic unification

of Europe have been tested.
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Fig. 2 below shows a decomposition diagram, v REFICRENCES
protraying the hierarchical relationship
among the firm, the bank and-the treasury, 1. (Anonymous,SuercalcSUser-s Guide,
below the director of the simulation: Xomputer Assocates; San .lose,,CA, 1988.

2. C.S. Gree66lat and-R.D. Duke, Gaming -
rDire..ro Simulation: -Rationale. DeSion and
[Simulation F Applications, John Wiley and Sons, New

York,, 1975.

Masn3.na C. Lopilato, Erope 1992- A Computer
Firm reips etSimulation Game, California
- -State University, Dominguez 3ills,

Fig. 2. Blierarchyof simulation~participants. Carsoq, CA, 1989.

4. c. -Lopilato and 3.P. Walter, "An
IV USE OF LINKED SPREADSHEETS ArtifiCiaL-Intelligence Approach to, the,

Simulation Of Europe 1992", in Al and
This approach uses hidden-spreadsheets linked Simulation: Theory and Applications,
with a master spreadsheet. The master edited by Wade Webs ter and Ran3eet
spreadsheet is accessible'to-all uttamsingh,.Society for Computer
participants. Its primary contents are Simulation, San Diego, CA, 1990.
numbers which are the-results of-
calculations. It may also contain formulas, 5. -W. 'A. NcEachern,-Economics: A
but only-those formulas intended-to'be public Contemporary Introduction, South-
knowledge (e.g., VAT - .15 indicating a- Western, Cincinnati, OH, 1988.
value-added tax rate). To obtain the
results, the master spreadsheet draws Upon 6. S.L. Nelson, "A Spreadsheet Business
hidden spreadsheets In the custody of Planner-, LoUS April-1990, pp. 37-38.
participating decision-makers. Formulas in
the hidden spreadsheets are privy only to the 7. P. Rosenkranz, (1979). An introduction
simulation director and-the specific to Corporate Modeling, Duke University
decision-maker to whom that spreadsheet has Press, Durham, NC, 1979.
been allocated by-the director. 

_ _ANjcribed,171 oprt

Fig. 3 below corresponds to the Simulaton Nes, University-of
decomposition diagram of Fig. 2. Washington, Seattle, 1970.

9. 3PWater RCO-Un Nouveau
Trann~tonalSyaeme~rdiateur pour la Simulation

Firm Socio-economique, Faculty-of Sciences,
- - IN) university-of Paris, 1971.

Transnational-
Bank 10. D. Warab, The Idea of Economic

[N) Co el Viking Press, New York,
National 198,;
Treasury -

[N]

Fig. 3. Linking of 3 Hidden Spreadsheets
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DEALIN.G WITH IINCE~RAINTY IN MULTIPLE.OBJECTIVE DECISION SUPPORT

Q Heaggeler Antunes (1.3) and jolo Nf. aimaco (2.3)
(1) Dibilrimint of Electrical Ecigineiring : (2) Factsltj. of'Economics -UiversiyoComa 3000 Coimbra - Portuga

(3) INEc !tug Aix~r ae Qiuental. 231 cave.- 3000,Coimbra - Portugal

Absuract- This Paper piresents an interactive approaclh to The approach proposed to. evaluate these effects on
delWitblthe'-inherent itiinty and liapeiim no dominated solutson3-is integrated. in'the operational

arising in problems where-risiltiple cofiflicting; Objectivis framework 'of the TRIMAP~piickage. The TRIMAP method
exist. The-anoritaidiy an'd iriioi are-associated-iot 6ll1is at the core of an inter-active, package aimed at
just with ths initial data and the imperfection of the model supporting the DM, in the progressive, and, sele-ctive

*as a representation of reality.- but'ats6 with thi'decision. learning of the'sec of nondoiia solutions in miultiple
maker's preference itructuie wlhich ev6lves throughout objetive linea -r programming (MOLP) problems. .The
the interactive decision process as more knowledge about capabilitiis of the -computer environment (namely
the probleni is gathered. Ass inteiractive ilpioics aimed it graihca dpas-ar xlie nodrt rvd h
evaluating- the- stability-of- csmprom'se -solutjoi;s is Dm an user-friendly man-machint interface.
proposed, whi*ch is based on lshirepresentation of-- the
solutions in the'weibt spa6oz. 117AN IiTERlACfIVE DECISION SUPPORTTOOL FOR MOLP

1. INrRtOUCTION -' -.A:, Muliple ObiicthEivejja~erm j

Mo~st complex real-world problems are characterized by Multiple objective linear programming is concerned with

multiple. 'conflictiitg- andl incommensurate objectives. problemsi of the type:
Mathematical- riodels- as weillas the perception of- the -Max" tx-C X (1)
problems by decision- makers become 'more realfsite, if . cF
several objectives are considered explicitly. In a- .nultipile -xCobjective context, the concept of optiaial-soluition gives F ( A Eli'A-io io Q)
place to the concept of nondominated sorationi feasible where C- tI .92- . c plT .obective runction matrix). Ck.
0,iution for which there are no other feasible solution that 1-:.2. ...p. are n-dimensional-vectors A (t~chnological

improves in objettiefuntion value without. worsening at matrix) is a mxn matrix and D. (1t11S) is a m~dimensional
leust Other, objective fu I cl -if value). These' decision vector. "Max- denotesi the operation of findi the set of
problemi entaitradeoffs among the objectives, in order to- notidominated solutions (in a maximizing sense).
get a satisfactory 'compromise solution from '7 sot-of The'set , o efficient (Pareto optimal. noninferior) solutions
nondominatad solutions is dcfinid by Fl_ (I C F :t(rj : Lix)-.x~
Different metliods for tackling multiple objective whore [(l) ?: f) iff [(1) z LWz and QI) # III% and

problems exist. using different solution techniques and j~)~~- ti oti.k-l.2..p.
requirinj distinct degrees of-involvement of the decision

makr 1M).fn nteiclve ethds hass 6- dcison In this Case we would say that ( X)is nondominated when
involving the DM are alternated &with phases of I C FE. In general, whereas the concept of nondoninance
computation. These methods reflect a diversity of strategies refers to the objective functiion spice. the concept of
forzcarrying cut the searca for nondominatad solutions efficiency refers to the decision variable space
and differ in-the type of information required from-and A jiroCss of-computing- efficient solutions consists in
Presented to the tlM.,The DXI intervenes in-the solution solving scalar problems coasist~ng of a weightedsum -of
search process by -inputing information into the procedure the- Objective functioni as in (21 Thu admissible set of
which in turn is used 1o guide the search process (thus weights is defined by' A (A,: C RPZik - I Xk>O 0
minimizinig the computational effort) in order to compute a k-l'..p ). By fixing a :,et of weights 2 E A a weighted
new solution which more closely correspond to his linear function to be mtmized over r' is obtained
preferences For a review sec [IL
The, intervdctivi Process plays a significant role to the a- ~ftz 2

enhancement of- the k'jowtedge acquisition process, by k-I
impruving skills to gajin new insights into the problems. 3. t. I C F, , C CA
These may then be used to express new preferences and
progressively narrowing down the scope of the search. It has been proved that X C F is an efficient basic solution
thus tmnlizing the computational burden. The support of to (1) if andonly if it is an optimal sfoution to (2) The
a learning process is3 an essential step to construct more graphical display of the set J1which leads to each efficient
realistic representations Of the DM's preferences, aimed at solution can be achieved hy meeats of the decomposition of
capt, uring the lack-of surety and/or preference changes the weight spice Li The -weight space may be perceived as

that may airise as the interactive decision process proceedsThe ossbL'ty o peforing omekin of tablit or the space of the relative importance of the objective
aensitiyity analysis is thus a Very Important component Of

had tealsthe DMI to consider modifications of the basic solution- to (2) the corresponding 2, set is given by
original- data. -concerning uncertainty, inaccuracy and 2,TW4. W-CBB IA I is the reduced cost matrix lone line for
changes associated with the input data, as well as the each objective function, where the element irk, is tho
imprecisions stemming from thu modelling phase. On the marginal rate of change of objective function fu~ll caused
other hand, it enables the DM to esPlolt chalnges if his by the introduction of one unit of variable xj into th~e
preference structure, thus accommodating his lack Of basis), B is the basis and CB is the submatrix of C
surety in specifying new search directions required In at corresponding to the basic variables.
next Computation phase of the Interactive process,
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The region compi slng the set of weights corresponding In each interaction of TRIMAP two graphs are presented to
to a nondominated extreme soluton (rgi n wberi (JTW O, the DM The first 10fe is the weight space displaying the

c cA) is consistent) is called indifference region 131 The regions corresponding to each nondominated extreme
M can thus besolution Already known. Eventual constraints on theDM cn ths b indffernt o al theconbinaton vof- iation of the weights are also presnted, whether they

weigifs within it, because they lead- to the same , areation of te ito te weight spae & result from
nodmiaedsicin Teanlsi fth ndferne are~irectly introduced it h scgtsaeo eutfo

nondominated solution, The analysis of the "indiieience additionia constraints imposed on the objective function
regions in the weight space is a valuable tool in -learning vi
the shape- of the nondominated Solution space. The solutions Tlready cmpued. prolected on a plane of the

boundaries -between contiguous indifference regions objective function space. Further detaks about the woking
represent the 'n6nbaiic efficseni viriables (those which- ofhTRIMAP pac u th d ai abou orothTR APmethod as well as the main features of its
when introduced into; the baiis'iad to unsiadjavent efficient coputer implementation ren e foOfnd in lL

extreme point, through -an- elficient- edge). A com mon . . . . . .

boundary between'two indfferentce 'regions ceans that the Ill. EVALUATINGTIlE IMPACT OP CHANGES
corresponding efficient solutions- are -adjacent and I NDA
connected by anefficien edge. If a point 2 CA belongs to ADM F
several indifference regions this mians that- they In single objective linear programming. sensitivity
correspond to effiieit solutions lying on the sae face. (stability post-optimal) analysis dals with computing

rangeson the variation of.some initial'data such that the
Bit T TTIAIAPEadas optimal basis remains optimzal for the.perturbed problem.

The-concept of optimal solution (in general unique) gives
TRIMAP [Ii is an interactive M OLP package w hch ja aimed place in multiple objective programming to the concept of

at aiding the DM in Abe progressive and selective learning efficient solution (in general many, even if only extreme
of the set of nondominated solutions. TRIMAP combines points are considered). Moreover, changes in the
three main basic rocedures weight space decomposlion underlying DM's preference structure as a resultof the
introduction of constraints on the objective funiction 'space, information gathercdthroughout-the interactive process
and introduction of constraints on the weight space. must betaken into account.-The definition ,;° stability
Moreover. TRIMAP enables the introduction of additional- analysis in a multiple oblective context is not-unformly
limitations on the objective function values to be translated adressed in the literature (see 121).
into the weight space. The dialogue with'theDM is-made In-this paper linear parametrizations of the objective
mainly in terms of the oblective function values (which is function matrix and the resource availability (right-hand
the type of questions that do not require an excessive effort side of the constraints) will be considered. An analysis
from the, DM. unlike assessing marginal rates of based on the weight space is proposed in the framework of
substitution or other forms of preferenceelicitation). In the TRIMAP package, which enables~to present graphical
general, the weight space is used fn,TRIMAP as a valuable information to the DM in a way which promotes rapid
means for co~lecting and presenting the information, comprehension.

The main purpose of TRIMAP ii to provide a progressive
and selective filling of-the weight ,space. In each dialogue A. Chanues in the objective function matrX
phase the DM must.indicate whether-the stud' of solutions
corresponding to not yet searched'reglots is of'-interest: A perturbation of the oblective function matrix depending
This enables the DM to perform a -strategic search", of the on a scalar parameter is considered. C(y) - C - y D , where D-
feasible polyhedron and prevents the exhaustive search in [ll,42A3T is a constant matrix and y is a scalar parameter
regions with close objective fuinction values (which, often (y C R),
arise in real-world problems).,Thie interactive process only
ends when the DM considers to have gathered 'sufficient Let us use the partitions A-IB.NI, C-ICB.CN|, D-IDB.D N

knowledge ' about the set of nondominated solutions which Z-IBlil. where B. CB and PB correspond to the -basicenables him to make a decision. The stopping rule is thus variables xa. and N. Ci and Dl correspond to the non basic

the "satisfaction' of the DM rather than the checking-for aie e t oub n the parof etea " ,roes

convergence of. any utility function. for a given efficient solution, the parameter y does not

TRIMAP Is dedicated to problems with three oblective have influence on the primal feasibility (B
I 
k.hQ ) For the

functions (p-3) Although this is a limitation, it allows for solution to remain efficient the dual feasibility must be
the use of graphical means which are particuliarly, suited satisfied (vithA E A):
for the "dialogue' with the DM. In order to enhance his IT C(y)Bl N -N(y1 ZQ
capabilities in processing the informatfon. the DM is J AT(CB B-

I 
N - CN) . y hT (N B-I N -D) Z .

offered a flexible and user-friendly environment, always We then have
keeping the control over the solution search process. The
computer interfaze is mainly based on: a menu bar at the
top of the screen lists the tlitlc of the available pulldown and I CA.
menus, grouping' the actions available to the user, thus not (where Nj CNj and DijI denote the Ith column of matrix N,
occupying screen 'space and not requiring command- CNland DN, respectively)
memorization: overlapping windows arc used by the
program, for displaying tabular and graphical information Letusonsider O-CB' N-C j and ,=iBI N1 -Dli
to the user. pictorial controls provide the user an intuitive and write the dual feasibility condition as AT gs 

+ 
y AT 0 .

way for specifying his preferences; dialogue boxes are used I C 14. and 2, C A
whenever some further information is needed before a The basis B will correspond to an efflicent extreme point if
given Command can be carried out, being also useful for and only if the following system is consistent.
conveying status information to the user. The introduction 3
of constraints on the objective values and their translation 1 k (Axj + y Ps:- 0 j C JN
intb the weight space enables thi dialogue with the DM to
be done in terms of the objective values accumulating the ()S C A
resulting information in the weight space.
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t The- problem ofe'stability analysis ofta given efficient The indifference regions of the perturbed problem change
solutioii ,will consist in determining the 'range on. continuously (in Size, and form)'With changes 6f the
parameter'y for which the -solution is -still preferred" parameter y..Note that due to the nonlinearity in y and Xk.
acording'to a ;pattern 4 ireferences-, represented by the Ymin aid Ymaz v~hich" satisfy (3) may not correspond to an
indifference region of this-4olution for the 'unperturbed extreme point of tie unperturbed- indiference region.
(y-O) problem.'The-,probleia Gon$ists then-in finding the These cases are easily detcted by the algorithm to construct
minimum (Ymin) and maiiatum (ymax)values of the scalar the indlfference'regions.from the system of inequalities
parsmeter y, for each efic'ientslution selected by the DM, resulting from-dtial feasibility.-In these circumstances a
so that the intersection betweente unperturbed and' the bissection, technique is used to compute the actual values
perturbed indifference, region is nionempty. This means Ytin or Ymax (or-both) for which'the intersection reduces
finding Ymin and ymax subect t " to one point. This.Implies reconstructing, thi perturbed-

3 .indifference regionfor each value of y~generated- by the
E alj ka0 . F EJiN (3a) bissection- technique and calculating the region-where it

k-I intersects the .unperturbed' indIffeience region
y (3b) (intersection of two convex polygons), From a computational

Z .Ak + Y Z Okj Xk i pontJNofyview. these are easy tasks in the framework-of
k-I lek-i'in~o
" A.E A. TIRIMAP (for instance, of a 'much lower level of complexity

For three-objective problems, it-is possibleto use the thn solving linear, programming problems with~parameters in the technological matrix),
graphical displays of the indifference regions an an aidto pThe area occui ed by each ind ference-regonn the
the DM for evaluating the stability of selected solutions to a i r

tassociatedwith weight- space may- be understood as -a measure of, the
robustness of the corresponding-nondominatedsolution to

the data and his preference structts -. Let S- (j C JN " the variatiof the weights.
C The DM can also visualize the changing of the indifference

3 3 regions in an interactive manner by varying y
] P lt,-0, In (3a~)}and Sc - N:_ - [kjik 0, in(3a)). "dnsm.cally. This type of visual interactive stability

k-I k-i analysis can similarly be performed for a group of
3 3 nondominated solutions. namely those defining

from (3b) it folows:yat- 
G 

;jvk/-E k, lk.for C eCs, nondominated edges orfaces (which are easily identified in
k-I - -k-I the weight space), by previously calcillating their ranges

3 3 on the parameter y and considering their intersection. The
and y: -1 Z o kljxikl Y 0!k,forJ-CS C  possibility of changing dynamically the value of y also

k-I k-i enables to have a visual interactive information about

So. considering each j IE separately the problem would regions of the weight space wheie holes' appear, meaning
that new efficient extreme, solutions to the perturbed

reduce to a linear, fractional programming 'problems to be problem can be searched in those regions.
optimized subject to (3a),As it is well known, thisproblem
has its o4tnimum at an extreme point of the feasible region. B. Chanues i' the resource availabihwt
The simultineous consideration of constraints (3b) (which
are nonlnear in y and k) makes the problem more Let us consider a perturbation of the resource availability
complex, depending on a scalar parameter,
The extreme points of each (unperturbed) indifference b(t)- k-t 11, where it is a constant m-dimesional

region are known explicitly (given by (3a). as a by-product vector and t is a scalar parameter (t C R).
of the decomposition of the weight Space In TRIMAP), Let Es For a given efficient basis (corresponding to an efficient
be the set of extreme points of the indifference region (a extreme point), the parameter t does not have influence on
convex polygon) corresponding to the (basic) efficient the dual feasibility. For the solution to remain efficient the

0t" r-.23 primal feasibility must be satisfied.
solutions R((i.l,'ri..I- . , X-l. l0.k-I.2.3. B-

1 
b(t) Z

The dual feasibility condition (3b) can then be tested

exhaustively at A C Es for computing the range of variation For variations of the RIIS the feasible polyhedron changes
* of the parameter y. The range on the paramiter y which itself. So the indifference regions do not change in a
satisfies (3) for a given nondominated solution s can then "smooth" manner (as in the case of objective function
be computed in the.following manner matrx perturbation) with the variation of the parameter t,

3(let but" they change -suddenly' as efficient extreme points
(t Y- I 71i kj ilk): appear or disappear because of the changes in the RHS

k-I k-I- I -s
Y.._mn(r 3 3 LetSb-ll:BI lj,0)and o (: B~l It( )

IC -

Vi C JN, j'J. V P ) and ti=-L
,  

/ Bi 1 h. (B1i
I 

denotes the ithrow of B-
1
).

y~ -. lfSc - tmax and Imin can be determined in the following way.

3 3
Y=- mx ( :JC SC, E ojj- A + YJ E Oki' Xk aO0, t~im ax (t, CS1b),IMI.- if S_

k-I -1akj,.k~y_] l~ki; k. 0 , tmain (tiiC Sh}.tmat''c ifS-D
S VJ' C. JN, JJ V . C 134} .& -rain ( t, i S b),- tril-l+ if Sh -

Ymx - + . if Sc . 0

The computations involved arc very simple for t in the range defined in this way, the perturbed and
and do not unperturbed indifference regions are the same.

require solving any auxiliary programming problem,
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IV. ANd ILLUSTRATIVE/ EXAMPLE and the face (3.5.6) also becomes nondominated, In fig. 2b.
Lel i cnsiiiime putiatic OL~robem:solutions -2. 3 and 4 are no longer nondotainated. and only

1~e 2u 1 cosi ' ' itutrv -2O1P4p3o60-m--te face (1,7.8) and tile edge (5.7) are stil nondominated-

Cda solutio (-[4th e oe -oul iotatimeal h ojctv

ietRIfia irst orcte-puteo s-the aluein t offSppomse tah
objecOte -dd' to omutesoe snc solutions i'n ;piief n 3

rerc to ga-n i lthe , black knowled e abrpreent the to
nidoted soiin tin.-he on sa-o ltatibis allheobectill

noentoiatedn e.trem solutions teae nownf5 iSups d thpa t

fig. I (io general, this-is not the aim of TRIMAP). The
analysis of thetwo graphs shows that 3 nondominated faces
exist. defined by solutions (1.7.8). (2.4.6) and (2.6.5,7.8). The Fig. 2a -The weight space corresponding to yfnn
points 'lying on the face'defined by solutions (3.5:6) are
dominated by the points on the edges (3.5) and (5.6)

3 - . -Fig. 2b1) The Weight space corresponding to yisas

Fig. la - The weight space graph V. CONCLUSIONS.

5.!f2 /in40. .7 An interactive approach to deal with the uncertainty- and
- -- 2 ~imprecision arising in MOLP problems has been presented.

The uncer-tainty and imprecision,ace associated bothWith
the initial data and the DIM'$ preference structure which
evolves throughout the Interactive decisionproces

1/60 The weight space is used as a, graphical means for
collecting and presenting the information to the DIM, The
stlability of nondominsled solutions to changes in the

70 objective function 'matrix and in the resource availability

1757 have beii asatysed in terms of the intersection of the
unperturbed and perturbed indifference regions

- ~(perceived as a 'pattern of preferences* of the KIM).

73.0
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PETRI NETS: COMBINATORIAL APPROACH AND MODELLING
FLEXIBLE MANUFACTURING SYSTEMS

ALEXANDER A.OREKHOV
Informatics and Computing Chair of'the
Ukrainian Academy of Sciences
Prospekt Akademika Glushkova,,20
SKiev-207, 252207, USSR

Abstract- The new approach to investigation of 2. For every finite s belonging to Pf(m) there
Pei nets based models of FMS is presented exists a number k and a set
in this'paper. Its main idea'is to describe a er " a
given PN asia discrete dynamic system and to (to, e.tk) -
evaluate properties of this system. This leads solution of system (1) such that for every
to determination of a new relations between I=1,.;.,k a can be broken into Such subwords sj,
structural properties of PH and ability to s, that- (2) holds. d S"

solve effectively some sheduling problems for 3. For every positive integer k'there exists
FMS It is also showed that incidence matrix an isomorphism between subset
of PH gives important information about
behaviour of this net and hence about P1mo,) including all words of length k and set
properties of system being investigated, of those solutions of system (1) which are

related by the equation

.INTRODUCTION ir 4 'i{ji for every (sl,..k. C0
This lemma gives ground for investigation of

We shall use such denotations: PH is a properties of PN N by means of analysis of
quadruple system (I) which can be treated as a.

W(mn,-A"A7
)  

simulation tool for real system.
where m is a number of places enumerated from Let us discuss two combinatorial problems
I to m and, designated by p pm, n is a concerning Petri net theory. The first one is
number of transitions enumerated-from I to n formulated as follows.
and designated by t1, . , t, matrices A" and Suppose that PN N describes some, FMS and such
A" (both have size 

1
mxn and Wieir elements are a-task is formulated: find

nonnegative integers) describe relations
between places and transitions: m (ct k) if (t, l,...,

0, (ell) belongs to a set of solutions (3)

is a weight of arc connecting t and p, (p/ and of system (t).
Srespectively). Initial mar ing is denoted
r e, process of PH firing is described by Solution of this task will give optimal in

the chain definite sense shedules of functioning of FMS
given.

isnO. ">j (I) s(1 ) 
" 

( 2) m(2 ) 
"
... . SLOCjMn( [1] ). I. Task (1), (3) is strongly

NP-complete.
Succession of firing transitions

Suce f fi g t n 2. If PN1 N is a finite automaton or a marked
graph then task (1),(3) can be solved by
time which is evaluated as a polynomial

gives a word a of free prefix language PI'M0) ffunction of m, n and k. 0
of PH N and Parik1 images t=Pl(s) of
all elements of P'(mo) form a set of reachable Proof of part 1 of this theorem is based on
states T(me). It should be pointed out that the reduction of a task of finding a
every reachable marking m corresponds to s as hamiltonian path in arbitrary oriented graph

to task (1),(3) having special structure.
Proof of part 2 includes nontrivial

where a->s->m. set transformations of system (I) to show that
where in 0

-sbe a sLetmatrix of limitations of this system is
of integer nonnegative n-vectors connected by totally unImodular.
the recurrent system of unequalities This theorem implies that for aheduling FMS

we have to use heuristics in the case of
1A1 

t/  
-' general PH and strict algorithms developed

t >1 in theory of combinatorial optimisstion if PN

( '1 A -. o (I) is an ordiary one.
> A The second problem being investigated

concerns relations between structural

where Izl,...,k and tO--. properties of its incidence matrix A=A'-A'.
It should be pointed out that there exists

2.RELATIONS BETWEEN wORDS OF PETRI NET theoretically and ' practically effective
AND SOLUTIONS OF SYSTEM (1) algorithm for search of PH invariants ([23);

this means that such a problem is of real
1.SfLe g. I. For every solution of system (1) interest when investigating and designing FMS.
there exists a word szsls2.sk of P(mO) Such We shall analyse system Ax 0, where x is
that for every I=l,...k nonnegative real n-vector. We sall say that

condition (4) holds if

t'5Pf(182 5d'i) (2)
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set of nonnegative solutions
-of s3ystem of une..uation.s AqPM
coincide a with set of nonnegative
solutions of system'of equations (4)
A'xzymdwhere A' is received from
A by-eleting those rowi of A
which correspond to excessive
limitations of system Axom where
all x are nonnegative

Theorem- 2( 3l).. If condition~ (4) holds then
set of' reachable Stites ' (m0) Of PN is
semilinear and free prefix language P~mn19of
this net is regular for every initial marking
m.0
Corollar . Fair (in~the senCe of definition of
paper (4] ) PNs have semilinear sets of
reachable states T(m,) for every mb 6"
Note that the validity of condition,(4) for
orbitrary P14
can be recognized with the-helP of algorithm
proposed in (M2).
In concl usi on it Should be pointed out that
search of PM Ir-variants 'is realised as at
program for IBM/PC which showed good results
for PNS' with 50 or less transitions (if
T-invariants were being soughit). Now it is
being modified to f it tasks with 1000
transitions.
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FINITE ELEMENT SOLUnON OF THE REVERSE SPAGHEIT PROBLEM

Madana M. G. GopalV Xavier J. R. Avula
EAS t- Univesity of Misiouri-Rollit'UAuburn Hills, Michigan 48057 U.S.A. Rolla, Missouri 65401 U.S.A.

Abstract: In this study, a mathematical model of a flexible paper where s . is a dirac-delta function.
strip moving axially in a flt'id medium undertile inlertial a
steady, incosorsil aeoIailfet i eeoe.Te Te equation of mnotion in the y-direction is
stripstreate is a linear elastica which is capable of undergoing

lai diplaeme thIe model equations are derived on the LV- bg - X T) + *, C (udt in$ (t~LT) - frM .irP -b -

These equations are solved iusing a sensi-discrete finite element(2
analysis to produce'the srIp's trajectory and configuration in(2
spasmo-temporal domain. lxthe absence of the aerodynamic, where fa(1or, _I(XMT, fsu, and f1M are the drag, lift, leading
forces these equations degenerate to the ease of the so-called edge suction, and initial impulse, respectively.

,rvr Usaget~poblem of an elastica emer~in$ from a
horizonta guide.- Futher, the motion of the strip is experimen- Using the notation
tally investigated, and its profile and the leading edge trajectory.
are compared.'nTe rmsults are in good agreement The method
of analysis and the results are applicable tosthe study of motion -- ( *- ts-(.)Tr *-M
osfthin paper strips such asdocuments in adocumentprocessing ST

I.'INTRODUCTION Vt,). 5gfT -j£1..),C

Industrial applications of axially moving materials such ax a I
travelingstrtngs bandsaw and magnetic tapes are numerous f rae t,te + a 7TtC.Tde f
(I . In most cases, these materials are coninuous ad monve on
mulItiple supports. However, there are situations ouch as paper
transor in copying tn heck procsing machine in whcthe
meial ha 'ruotelnt and is not supported on both its leading whr
and t rig edges. Motoften isis supported o oneedge and
the leding edge is free. - Joi

Carrier (2] determined the motion of a dangling, inexte-Ico.,~J 1 6ii 7Tn(,~ 2 vjX (Tli,T)df

sible string that was drawtsupward through a hole in ariid wall.
lie called this type of Eroblem *the spaghetti problcme h v. Jpeer,TdSJ

mtooan axial y-movi n atc ssigfo ahrzna -WbQ . 2Vs0xraX,T OTL,Tls
guide was solved by Mans Field and Siminonds (3], where only the v+ VI.snrOT, - .tir(L,T5 I 4
inertial effect on the motion of the material was considered.()
This analysis is applicable only when the elaslica has a high
weiglst-to-stiffness rasio and low velocities. fitt (L810L,~ - 'b QTLT

'L 0  
2l~stsoLT4

The present study differs from the above problems in that 4

the moving material hasvery low bending rigidity and is pro- + 2V~atLi,T) .t,40(L,?T + v, .SAIL,?llstirk4LT) (5)
pelted at high velocities, as in the case of a high trajectory of the
leading edge, which is one of the main concerns in a high-speed a
environment. Thepresent effort addresses this issue with aview rae .i,0?,ti - sivJi?5/ (1seTtsC
of asisting the designers of high-speed equipment that handles xI
axially moving materials. - *b#V5k9 T"l/1tOXla,?T - OatL,?T)1 (6)

The axially moving material is assumed to bena thin, highly ra
flexible strip. Thecgoverning eqations of motion for theatrip Ab 7T Px.l - b

5
QTTrXT) (7)

capable of undergoing large deformations are derived usin 11.
Newton's laws of motion and moment equilibrium. The effet of
aerodynamic fortes is brought in through an 'dded mass,'a
concept developed from the theory of hydrodynanis, .Applim- Introducing the abdve integrals, the equations of motion
lion of these equations leads tona system of coussid nonliliear become
partial differential eqpations. A semni-discrete finite element
approximsation is use to solve these equations subjected to H(a,T) [% 'a - Z siTa + 2vQXnTL,aT oWinLrT)
appropriate italand boundary conditions. 25

11. MATHIEMATICAL MODEL +'t'~.t 0%At,?T) kV VSam ' nPx(a,xT

Ihe geometrical representation of anemerging elasticais - Pxt'Lt , T)) (8
shown in Figure 1. Ass element of a thin flexible strip with(8

various forces acting on it are shown in Figure 2.
Equation of motion in the x-ttirection is where
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and ,-p()- I P()aj0
ph(. (15)(702j 0

*pV'ts.iW(X.TI - .lntLTi 1QkTOrTi. n

N
+ VT12(X-T- dh(o,.. Z q(10)'()03,j(o) (6

where o rpicwselna orifquartcplnmash

O~t.11 Using backward difference for timie, the weak formulation of the

11,X.T)problem is performed,,'Omitting the details due to length limi-
taton the stiffneas matrix eapressed in local coordinates after
assml leads to a banded; unsymmetric global stiffness matrix.

i= _->X; t For a linear element, the element stiffness matrix is 6x6 and for
t0 V0 quadratic element it is 9a9.JTe method of solution discussed

L-. ~- x-- ,.T)---- 'hcrepertains to modified Newton's mrethod. For convenience,
the time domain is approximated by backward difference and it

Noae TiHE OWE. 0 0 L-Vf OUiTWETKUiOE. tSA X L is conditionally stab e. -Thus for accuracy, the time stetp tY
;oio. -. V o(X. T - t. (o. ) should be smaler than h,'thegrispacmn used infinite cle-

-o ntdsrtzto.Cosn a smallr time step also ensures

of n rprsenatin ases consdered,'i.e.%orproblems without aerodynamic forces,
Figure 1. GemtiaOersnain te iese r-00 rA .01was found sufficient to

o anemerging elastica. produce good results.

A Ltl I.,REVERSE SPAGHET11IPROBLEM: DISCUSSION

1le present day document processin7 equitment de'iid-
A (XT ing upon teir printing or processing spee ,may eener ty

Jt) categorized as slow, medium, and high speed processors. Ini the
.10.5 ~ tx;i(-Case. ofslow processoms like a fax machinie, or simple grsohic

plotter, the document is propelled at less than 1 nWsec.'The
.u aX.aT J I motion of this type of document may be easily modeled undr

LI,)rverse spaghett~yroblenieatigory~I eimaei4~L In~t reteu ipeed proces.
$or. typca document

eeternty force rnefom I to 3 or 4 nt/. I-%both these cases,Figure 2. internal arnd etra focs commonly used ondnap ersare Nxx l1with massdensity of
and momenta acting onl an about 6010o 100 gno~m , thickness of each sheet in the rane of
emerged portion of a flexible 0.01 to 0.02 nun and weight stiffness ratio of about 50 to 100
strip.

The boundary conditioms are .0

WVith the added mass ratio 0 the above equations degener-
ate to the *non-aerodynamic! case and yields the so-called "rev-
erse spaghsetti problem!.

Ill, THE FINITE ELEMENTSOLUTION

Using the finite difference for the time domain and finite
elemet for space discretization, a finiteeclement grid is con-

structed on [0,11 with P, p, and q as the nodal degrees of free. 1-0
don.

L~ot P -L
2 p and Q- L2 q x -L( - s) (12) .

and T - (L/V)t (13) -

wihere a - I - (X/L) or (ds/dx) - -(a/L) Figure 3. Reverse spaghetti problem
shoving the leading edge

An aproimae soutin ( contrutedon a elmen oftrajectory for various,
Anape xmaesgtiohs osttehnanseeeto nonditoensiolsal velocities.

ph(.)- ~ r* j 1) Figure 3 shows the effect ofvarious nondimemional
j:pil l~~)(4 velocities for aspeciic-value of weight stiffness ratio. As no

account of aerodynamic forces are considered, results of this
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LDMFAAL HEAT R2mSFRBY EVERSIOV

Mla)2gcez, Poomo Rimo

hbitHealt Ujser tedmiqr-e arve esivab ed Sit]:an Toe mea rate Of rodocionitof fresh surface will be constan
2 a o frelevante rme- Howerx, . - paen7 anjS d equal to S an h hmeof an altman of urface being
to daddffsmenexwt~ icO-Of replaced within a given time is assumed -to be independent o

evelooisis iw~ea he isiigof fluid jo-f4s hot or cold. its age: then the fr-actional rate of rpaentOf elements in
=A4in this e' the- of crdditbnien bulk a-yagegroupzs equal to s.

.fluid w ith S i cstfaciz Leet ttheeesd~ufc area of surface comprising those elements baving
UneIrii2I, whic W1s firsta 0s ad (e + d9) by O(e)de. Itris not difficult to

0 4 d9 - 1 and *-S e-S. (2)
the butlk phase extended to such ineels Auihere stagnant0
laver theory led to efroeeous resutlts. -o of

The rae of absorpio o beat into those elements of
Th hoyo anckwerrts not only led to tno~e satisfact- surfachaving age e and combined area Se-5

8 
is obtained from

ortitsfrms Yebtsasic~pyiraitci above as, r

eversion. RI T )S~ D d 3

convective eversion is really the mixing of adjacent layers
or regions of fluid, with an interchange of all physical proper- After some mathenmatical esanipulation we find that
ties, suds as mass, heat, momentum, a~nd enervy. This notion
can easily be extended to embrace the mixing of turbulent bulk
fluid with interfacia: fluid by the propagation of eddies or R - (TXr - T) Fk. (4)
migration of eddies into the interface, which Danckwerta
described as turbulence extending right into the interface due
to its %cry nsture of a mass of eddis, which incessantly change 111 EXMhStON 01'CONVECrWE EVFRSTON TO
shapes and sizes and fluctuate randomly beneath the surface. CONTAMINATED StURFACES

it is in this sense that the principle of convectise eversion In the plysieal model contemplated %% e envisage eddies as
is applied, that is, the mixing of propelled eddies from the bulk pieces of fuid impelled into the interface from the bulk
into the interface, which bring their own physical properties turbulent phase. We also interpret S in the model, hich is the
and displace surface elements with corresponding physical fractional rate of replacement of fresh liquid in she interfaee as
properties, hut differenst values. the eddy frequencry.

IL I. H G OF luCIE STEOYIterfacial heat transfer by convective evertion should be
dlamped and sensitive to small quantities of surface impurities,

(Adapted to Heat Transfer) and, this damping must be hydrodynamic in nature, hence S the

When a liquid is in turbulent motion it is a mans of eddies eddy frequency must be damped.

which incessantly change their conformation and position. Hence S must be a function of CS-
1
, the surface compres-

These eddies are pictured as continually exposing fresh sional modulus of elasticity of the files molecles.
surfaces to the s or other phase, while sweping away an~d
riniang into the sulk parts of the surface whirh have been in Let V0 be a characteristic velocity with which an eddy is
contact with the other phase for varing lengths of time. The impelled into the in rfce The eddy posesses kinetic energy
assumption is made that during the time of residence of any proportional to p, V ' where is themdensity of the liquid
portion of the liquid it absorbs heat at a rate given by aX the average size of aneddy.

This enery is then eapended at the interface in overcom-

$ () -(TX- T 1 ing the foce oSurface tension ad the surface compressional
mouu o htIct, wich behaves like surface tension but

acts tangentially . e; surface only.

which assurmes that the scale of turbulence is much greater thani From the consideration of energy balance, neglecting
the depth of penetration of heat conduction from the surface.4
Here "i is the interface temperature, T is the bulk flid gravity, we get
temperature, k is the thermal diffusivity ad 0 is the exposure

i time of eddy to upper phase. 25V, (C-1

In particular, consider a liquid wh" ch is maintained in XV C. +_)2

turbulent motion by stirring at a steady rate. The total ares of -I
the surface eaposed to the other phas being unity and the C. 31
average rfate of heat absorption is uniform over the area. The or, 0IS
motion of the liquid will continually replace with fresh surface V 1
elements that are older and eaposed for a finite time interval.
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* Since turWdene is ebaracterized by- =anY sopez poscd Fbr Jeeccinjcrz

$=VorA, wbere the Size, of tbe3cdd orsotSt h (, 0
3

/
2

lwr;leljitL Mhexefcr, s = p yo A + CC, rev'ealing The T- )(a
dpZ~qgffcdofhSuzfaC[tanjA! 22S ~+c-~/ B

rp 3  
i112

R- (Tx - T) P"(6) L ?. V.DanmwalsS*gnifiCaceof 1qceid film ccoffldents

Fo. sdired Ssicm V0 = NI vdseeN is the stirn speed and 2. LD sdWKfdernoedis

Lac-- size of t6c stirrerbladms Thefote. Chem Env. 0A713-718 (195).

(Re) 3
/

2  3. T.T. Dxvie ,Turbaenci rbenomena, 19t Ed, Academic
R- (Tx- T) -(7) Prm sLondon and New York (19f). W. Khan, pp. 89.

(I C7)1I
2  224,229,248,251,25&,259,272.

4~G.S.ILLock and S.Prk, Anuerica model of co c-
tive eversion. Matheniaica adComiUterModing
VoL 13,.No.7, l

99
0,pp. 1074116,Pergamwfres m
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2-D (DIFFERENTAL-DELAY) IMPLICITSYSTEIMS

Stepbeit L CadEpT>&-

& Centerfor Research im Scientific oinputlag
.Nor6 Gaoliza Stipte Ijnivs'

Ralrgb. NIC 27695-820 USA

Awracwriieis prd~cises iesi ie ar A Waecre ti -dl y 2. NOTATION

Ut a b--aoptive real number and z()afunction delloed

1. I7lTOUCTrON d(iinfjf ~0 hr

ThO eriOi 1555 555J50t2~ S5~O~ = (ktvgasrn~i-es<0) (B.)

Lhere x(t'a) ia fnction of two vaiables acrd 2), is either a iffer. Ave acesteidol(3) "S :0The fuctson z() ges tsenial
ential oparat9c d/dr or a shift (delay) operatoil,x(r) = -'r '). data for (3). With this notation (3) becomnes
There is a- extensive htecature, on the pitia differential equations,
Azm+ Bzxr+ Cz,+ Di Ens whicre both operators are difetation AQ+B 1 ()C.) 'r~) E,,) ia >
although th igular case is lcai rc ied a growing literatore()
on the classical 2-1) syiAcm 13,149] when both operatorsre dicrettn.N N19UA FA Q AIN

Az.,,- Dx,.gn + Ci+n.., 4I De.+,i 5 , = Eo,+,j+j (2)

-Less work has basin dunnon implicit singuila: dillevential delay systems The scaar delay equation
wrhere a op erator is discrete and the other ss continuois.,' a~l-) + WQ) + cx(t - a) + dnQ) = (t) (10)

Ar'(1 - -o)+ BsQ) + C$*( - -) + Dxr) = - ) A) is: of retarded fgpe ifs a= 0,.b g 0, of neutraltipy ifa i6 0,4. 0, and

This is surprisin8 given the importance of delay system nord the grow. of advanced Lope if a i4 0,4 = 0 and d i4 0 1l1,[8]
ing literature on Singular Sstems Th~ *~e CO Pae w r Suppose wee have the delay equationi of retarded type
aware of that deals drectly weith (3) in (3] wrhish co mred the system 4()+d~~)+c,)=En) < a 0 (i

B.'(t)+Ctt- a) + ff4)='nE6(t) (4) Given zoQl), we mnay recursively solve (11) by taking the initial cn-
La. 1-i pap#r rae mnake several obsevationsabout (3). The need ditiona as z,ti(O) = ,(*). 1 2: 0 If sLI) is infinitely differentiab'r,

fci ore-.ity pmeents a careful discussion of the applications of delay the solution will be continuous and not differentle at t1 0 if
at=$nn. How-ever, one example zo --tucie.x() 94 A'(0+) Succeeding x,(9) beconrz smnoother, sod .(t) will

be of least i- I times continuously differentiable at t =n in. 'This is
Example 1 Stoppose we have a descriptor control systemO important fon. numerical mnethods since a point of reduced smoothness

Bn'() + x(I = E4I) Ia) for x(t) cain create difficulties with convergence snd erro: control. IfEti~t) (54) (t) has ajunip discontinuity at 9= c, then xlt) will still be i- I timnes
YMQ 041l) (6b) differentiable at I = c+ in.

at-d impie..lsent a feedback control law s(t) = Ky(l)-i+ vft). However. For an equation of advanced type, (10) gises z(g) = d-'[JQ) -
a ttm units elapse between the observation &#'() and applicat ion of ai(0- a) - r(I- )] so that there in no smoothing effect
she control. '.Men (5b) is Bz'(t) + Dz() = £41f -. ). The clcaed loop 4. AD+ D REGULA I
system is then in the form (4)

z() -EKCzQt-oa) +Dr(l) = E.(l) (6) lay letting y(t)m=x(l - o, :(JT T~, (3) can be written

Ifwe feed back velocity information using u(9) = K.(9) + Lt/f) + &(t) 18 A] D 01 C 0[El
thie )stem in ini the form (3) 0 0 J 0'I 1 -. 0 z()+ 1(1-a) 0 s(1)

- ELa'( - a + Z'() - KCZ a) DxI) £14) () which is (3) with A = 0. Thus a singular dtfferentist-delay system
Derivative feedback can sometinsecgularine a 1-0 singular s. wSiLh appears retarded mop attusly include subsystem of all types

tees. Equation (7) shows that derivative feedback with delay can sever In this note we shall consider 53-stemos (3) for which 10 + D is a
regulanine the system by producing a nonsingular A coefficient. regular pencil. 'fl-n corresponding pencil for (12) is

With (2) any resuilt 1taaed on the pencil AD +I B implied a similar
reult based on tlia pe~ncil AD + C. The differences between the dif. 1 AB+D A](13)ferential and delay operators problem rahes suth a duality motch kss1 1
obvious iy3 the differential-delay case. Proposition I Tie pencil (13) is regular if and only if AD + D is

'Rus4ashisrorrod6 pain by7 A ls US Arnr R-A M . .0"c drDAAL0. regular, Also. lbs index of (13) uo lhe same us Ihe insdex of the pencilnSl-D-000s. sad the Na Scissiv re ftsdas. unde ECS-915505 ABD .



SB+Diota A + ta ru egulpnci.B rsitinoind Thpai IA:B)*(C+D) need cotberepula fAB+Pas Evajf
(12 w my ssme"* =0 ~dth Sstm, s . hef" ()_ Ais iglr(9) ibsibedula d IiepencilA(A+B+C+) ~

a4*310. eve z.(t). since we a.-e interested in behavior mace ha Supp0oe thus we have (4). One libM: necessary cozedliia s ha
sutin fmaala her e v.ill perform cnstant coordinate cangescus the roots, ofthe oox!z fnctkn

#(a)= &t(sB+D+Cc-) (20)

t i)+Du~l = )+~(l-)+Csu~-a) 1 a re bounded above in real pa aa- 0+. See 1lJ481Jfor the mathe-

wher is = ,Ja ~O fo 5050 oU~~ & 1 4J.5J~i ~ -Eaple 3 Coisidev the index ne system

s~t- t)[l)L at~a)t~w 
1

(l-a] (4w)i4) = *rt - c)+ eQ), (21)

Equatiennz'(11b), (14c) have sevral ocsequences. Solutions of
(31en be onnscoiu only finite interval$neven Z u~t) is inflitely wQ=r~c(l--.0) + r~~ est- in) (22)
diifezetiahfe. Aep le is gierMe[i c f C s the se of 't
initial. coditions whose sol..Loss are cotisnon ca0, z], then C,.+2
is apropr suset orevee "y n >0. Seo6adly discontinuities do Th istneuaiafr(2)scv 0+1
not necessarily get smoothed ot as .ith the nonsinigular problemn. w)= ru(t) + VW (23)

Examople 2 Coniderthe27,D systemswMtao= 1, z= n',v- which isdegeneratesifer =I and feer uE Iha tir uiqe solution

*[ ~ -l0]Q)= o 0]z'--)+[ r5.] (15) rlso.Q)(24)

'Thenz component of z saitisien the equation of adane typ i)= If [ri> I , aod either r(f) 9E 0 or wu{0) if 0, then iro(9) does not
'-1) + '(t) no th't 41)j = .f(S )t _ 4 . ... ;+ ) Not converge to (24) DO the other hand~if Irl < 1, &ad t45) is continuos

that 45f) hecoee progressively less smooth. Discontinuities of 45) on the interval -1],then v.0 (9) does converge to (24) as a -

not only persist, but become more inipu ist . tehafo(2)ehaeht

Index One Systems, () de. (B + D +C--) = (-re--) (25)

For the remainider of this subsection ausuine the system is (4) and (2ic) his era prts ho e aIneo -r +:2%) i an onl f [2_ Th iot ofh

tht (1B becomis ane ind ion l pe iofBn 0 hn i onglr case r = I Acar that additional conditions beyond the houndedoess,
and 34) ecoes te fnctinalequaionof real parts sire needed to get convergence an a - 0+.

Wrt) =CW(i -0) + EV(t) (16) REFERENCES

wnith solution
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derivatives at these Points. Linear Transformaions, Dover Press reprint in press, 1991.

'Thus if AB + D is index one, (3) acts like either a neutral or a 0 .lae-srinlfifrnilEnlai pigr 93
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(A + li)z'(1) +. (C +. D)z(t) mEs(t) (19)

1829



-- ALGEBRAC ASPtiECTrS OF 2DS-1L1, VS"iM

E. Forzaninii aid S.Zi-oie' -

-,is CradeIg 617.,-35131 Padova-, iT4 g.~ 7

Abstract The paper investigates the behaviour 5 of a singular 2D So tp wes ris i er, jjyj
sstm on a half plane., ISam ne to n between the matrices ap- ,01 050ated withs the restctin sof the signaliX to thi

pesring in theupdating equAter and the restrictions of 3 to the separation sesS "- oys'i
separation sets aeprneeted Egt iz by .-' an C'metv h pcso oyoil

in C,f- ',A and of formal power sreries in C,C
5 ) 4 

with cefficiec.
1 nrduto n R. Introduce in Fm x G' a ndeeco bilinear function (4
1h Introdictes withs a poyoi = in F- .an

Codi2D intcm 17by tef oin g equaetion a seisX== rE1 0 . (i+ j~i- J)C A' in 6- te lficient

R.(h + ,k + 1) = i(h,'+ 1) +R-(h + 1.k) (1) of thi constant term in the Cauchy' prodct 1,X

where CR' and X.A,f are q Xraicest hotiesni-R tpI=2£ p~~J 7
Clearly, if raxhou a, (1) mbriJto thec equation of as

unfoced onsigulr 2D ~ [I, ~Every series X in Of induces a lnear function prz on FO, defined by
f(h+1i) -T 9,k+k) (2) 9~x, P'- (p, X).,. Moreoner, the lineair mapping that ssiatrs X

+( 'FXF0(h+ l,k) with the linear function 'PX is ant isoimorphism of G, onto We~ space
LIP]J of linear functions on F" and, cosequently, earcs series in Gm

If ranliB 7< I, we are allowed to introduce Lwo nionsingular matri. (or, equivalently, each signal a . .4 - It) cant be identified with
ees Q ERf'f and NEC'W", such that ani element of the algebraic dual space t[F'j. This accounts ier the

1, 0s possibility of expressizig man y features of signal Spame with support
Q 10 01 o (3) in Xf in term of piropertiest of suitable subospaces of F'.

We M(~f',A) be a q x n matrix with eirtries in R~I,-,A) and
So, letting con-ider the linear mappings

Z= J N-! ,QXN =[ Ari , -[ 82 ju P-F' - fU 1Ap
Ur An 161 821 4 G - X - M(C, f',o)X (8)

equation (1) cain be rewritten as follinai Heree I is the shift operator in GI

zz(hi+ III;+ 1) = Aiins(h~k +1) + Blixri(h+ I,k) £wijiiCA ~ wi ji -)'~ (9)

0 =A1sni(h,k + )+ Bzins1o-eXbk) (5) and pi and js are dual mappings (5), as (pp,8). =(p.A*X), holds for
+AU~(Isc+ -all X in G" and p~ in Ff. We therefore have

In the particular cuewben All, B21,Azs, Bzi areiiul zcreo,hes=(i4,(0
55 cart be viewed ss arin n-s dimensional input and (5) provides the where imp denotes the RIC, C',AJ-znodule generated by the columns
state updating equation of' a nonsingulas 2D System. orjietrsl]y, of the matrixM(,CA)
howrever, X2 is the direct sum of eahogenoui variables (i.j.- lepis),
and ausiliary, variables that induce some dynamical constraits cor ihe Is order to analyze the trajectories of system (5), we introduce the
system trajectories, and (5) can be considiered a singular 2D system, following series
anStudied in [2]. +.0 0

Thispaper comtitutesa preliminary report onsa research still in X = t eiji-)
1 

' =1,2 (11)
progress, concerning thec analytical structure of the trajectories of Sys. o oa
tem I5) in the half plane Xf = ((h~k) . + k t 0). No "a priori? and the moatrix
assumption is made on which components of x2 can be given the role I0-Azii -BnCi -A12,:Bi2t (12)
of exhognous variables Following the philuooplay that underlies the M(CVe -A1- ei-A3- 2
behaviourai approach by .1, Willems; and P. Roclia [3-51, the nature fA,-s, A
of the0 input functions is determined 'a posteriori", after estabishing The constraints induced on a by equation (5) are expressed an
what variables are constrained by equations (5). MCIo) [ii rd=O

2 An algebra-c approach via duality Therefore the behavisur of (5) can be viewed an the kernel of the

All signals x that will be couisdered in thi paper are sequences in. linear operator p* or, alternatively, as the rthogonall oubspae to
dexdonthehaf pane)landtahngvales n omeSuie imeooxl he R[C,C

5
.AI-module M geaeratedhby thn columns of the matrix

IlA'ector space x 011 - It."- (h, k) i- xih, k). The single step up. t(I
datiaig structure (5) mahes it convenient to introduce a partition of X _ r, 0 .k ~ =00 erp* =0 M' (13)
intosacountable family ofsepation sets $1 = (I,)) h+k so), 50 =.~u a L [ IE - x zJ)1' '
0, 1,... and to associate with n a formal power series In our context an important consequence atems directly from the fact

X 400 4. that Gn is the algebraic dual Z1170, Paruely

i8 an ~ :I (j~
1  

' BL = (M')' =0.M (14)
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Actually (14) shows that the ModUleM X s iquely determined by 5, Prinizltiplying both G5 and Ca by a suitable uninedulsr matomx U,
so that 3 can be described as those l of-a sosss (f.c') if nd o. gets
only if the columns of both MAir'h and W

1
7fF.X S_ te0

-The duality theory provi,4s also an useful tool for analinsg th "1 -~ (19)
re str ion5 of the behviuorB to these" So US"U ...U S

5  .1 [ DC a10
This is easily seen by considering the Kunea mappings where both Do and D, bre full raw ranl.'Jcst rewriting (18) as

pi. 21. Doz-O (0
Fk - Flm, (15) (20)s~~Y

we kisthe R1,& dule ofthe Polynoiacoluns nin F' weco e htall souions ofequation(.1 can be viewed s

baing degree less than or equal tok in the indetermnate A,G"I
t
G- restrictionsof adssi-Bli trajctories to the qsep ar cst so- In fact

is (isenmorphic, to) the 24RJsubof- obtained by truncating in A5 has full row rank aZd, thereore, givenany XO, eq. (20.2) can be

each eitius of G- all termss wsith degree greater than k wr. to I-', the fulfilled by suitably coe auso 
5

map isand I wareeo al inectios, aid 7 e azm~tldprojetions5. We ire now is a position for establishing the following

Obviously Ci/eakGi s isomnorphic with the osac Z[Ik*J of lin. Theoiremo A signal X = EAZ9. belongs t6 S if sod only if
erfunctions on Fk. Nloreover Jf'/ij is isomorphic with a direct

compleriient of imp in 1", soid using the duality theory on direct de- satisfy the following equations

compositions m6 give; Leep = im)
1  

£[ iopi. The first and D 5X
0 

= 0
tle instspace oithe second row of (15) caneviewedoaste lgeraic D J.+,=Do,,, i=Ol.... (21)
duals of the corresponding spaces on the firt row sod the map o i, [Doi -L 0
s r in (15) are dual linear mapo w r. to the bilinear function induced
on the pairsn r G'/ekGi) and (FfItmp&, kerp). Consequently the PRtOOF Suppose tbatl satisfies (21). Then we have
reitio rA in given by

Bl""eim(zo)=ker(roi)' (1) 'i( ,[] O, ds,1..(22)

The above relation choracterizes Slws as the mspace of all signals which implies
with support in SOU S' UU*uSk sod values in R!" that correspond to
formal power series Z! XA-i satisfying the orthogonality condition X+)k X'+ t B1Q-'l, i=:0,1,... (23)

[X 0
J Tko degree of all columns in Afr(,A) ve.r.to A is less than, or equal

C: x~=[oe ce) .CAM) =0 (I7 havoe.oayshcooicnberttno e)+Aee)odw

aa((CO(M + AciVO)~, X ' + xA
1
X

0 3
+ .. ,, (4

for ail jolynoinial rects V. c,( )A in the R[f, C
t

,A)-module imp, (e~)+Ai~)i 
1 

, (240

The Rl, f('Isubnmodule of U"
t

lf(jwhom elements are =(W .'vW X+ -X )=

the-ros co(t) ci(f) .- ck(f)) thatsatisfy the condition V. c,( )Aki : as a consequence of (16) and (23) This shows that X is orthogonal to
imp is finitely generated. Therefore there existu a polynomial matris imp and therefore X E B. The converse is obvious.
C"~~)wt n(k+l) columins such that BP-'rhe)=kl~)

In the nest section we shall tale advantage of the pertiudur ste Equations (21) provide a recursive proredur fo generatin the

tureof.V(e,a) gives by (12), when eterming the Rj ,f'jisobmodule system trajectories. Moreover, the difference is .I esb D gives the
number of free variables that appear in system (5), i.e. the variables

that can be arbitrarily chosen on all separation sets S

3 Co~nputation of trajectories
4 References

The fof~owing lenmma directly provides a matrix i.l~ whiose rows
are given is terms, of submatrives A,1 and Bil that appear in the 1. E Pornsiom, O.Morchsini Douly indered dynavmical systems.
partition (12) The proof is bated on Cayley-llamalten theorem and State space models and strtual properties, Math. Sys. The.
cian he found in [7), cry, 12, 123.29, 1978

Lermmla Let A4. a0d 11, he as in fA2) and define the polynomial 2. T.Kacureh Sisnlar multidimensional linear discrete systems,

matmicesm .ijso1, Proc. 1st Nat. Symp. Ant. Robot., Athens, 71.91, 1987

3. I.C.Wilkim Mtodels for dynais, Dyn, Rep., 2, 171-i69, 1989

A:% Ali 1, 0 4. P.Rocha, I.C.Willems Canoical covipnulionafforvis of AR 2D

0 2 A21 A2, systes, fultidim.Sys Sigo.Proc., 1, 251-78, 1990
( C ( f) ]=OI, 0 0 A5( 1 A1 5  AlIA,: 5. P.Rocha Strctue and representation of ID systems, Ph.D The.

0 0 AiiAh Azisk~s $is, Rijhssmnie iteit Groningen, 199

00 A2iA;11  AltiA17'Ail 6. W.Greob Linesr Algebra, Springer, 1975

Thenc*0.11(f) JCo(f) I C5( )[ and B10,11 = erC1O,1l(C) or, equiv- 7. E Fornaim, S Zampieri Singular 2D systevms. a behutoaeal up.
aleutl.,prouch, submitted

[Xs0 Iul* oo.Cixi (11)
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Geometric Theory for 2-D) Implicit Roesser Systems

F. L. Lewis and A. lKaramanizoglu
Automation and Robotirs reiseachi Institute

Un1iversity of T"as at Arlington

Abstract 1104 we need to d -efine certain invariant subspaces and some

Ther~imensonalrn~lit~ee mod cnssdbspfaces derived from thenm. We first consider the forward
geoetr"ic vinaiiic. Itsw oesnsdrfm propagation cawe.

a goercPoint of vi.Is(A,E,B) and (EA,Bim-aiant Define the subspace V c R' as a (24)) (A,BFB).(cimtrolc4)-
su3bspace are related to the ekistence of solutions within a fneoiort aubpcr()iftsasie

certain subspace. The (X,EByinvariant subsPace Of the dual
system is utiize in deinn an 1srittc uf 'ri. r

obserer. An illustrative example is included. A2 0 VC Vo 0 B .]I ~J 2

1 InrodutionThe hwrizoritafand erical (A,EB).invuriunt sbspacesof (1)

Th mpraceo he tio-dimensional (2-D) implicit mod- V': (X' 4E 1 E V for some to E W2

cL, is due to their multidirectional dynamic structure as Wellt
as their ability to express algebraic relationships among the and
system semistatcs, They can model systems with boundary

conditions specified all around the domain of interest, such V,; (e' E R'21 Y i' froey '

as systems modelled by the elliptic equation. This cannot be I* Z o oeioDi

accomplished by the 2-I) state-space models. are useful in describing the forward propagation mechanism
Wec consider the implicit Iloesser model (IRM) [I] from of the 1DM:

a geometric point of view. This point of view allows one to

represent infinrtely many system behaviors in a very efficient Therm L. [5] Let Vh and V' be a pair of horizontal and

way, It also allows one to characterize the boundary condi- vertical (A,E,ll)-insariant subspaces for (1). If Zip E Vv V: E

truss which are poetnsof a sq±'.onto the boundaries MI and 4, E Va s'j 6 X then there exist a solution for 1

of the domain of interest. such that the horizontal and vertical semistatesof the solution

In the nest section we briefly Present the semistate prop- are contained in V" and V, respectively.

agatron mechanism of the IRMd. In Section 3 we- design an Using this theorem one can test each semnistate on tht left

asymptotic observer which uses only the outputs, and not the and bottom boundaries of the domain of, interest to decide

inputs, of the actual system to reconstruct the semiotate. We whither it gives rise to a solution.

include an illustrative example. For the bockward propagation case define a (2-D) (EA,B).
(contmlcd).in'tariant subspace S for the IMI by replacingA1&

2 Dynamics of the Implicit Roesser A2, and B in (2) by Br, Es, and A respectively. Then the hior-

Model izontal and verticol (BA,B).inmriant sbspaccs1

Consider the implicit Roesser model S':=(iE I[~I to 6S for some to E 2)

E1~4 A + BJ 4Dsj, and

= (I) S,:=(zeIV21 Y ECformneelVR )

describe the backward propagation of the semistateo, us for-

where ih E Re', x' E It'
0

, and u E R" are the horizontal maie ythe nest theorem.
sernitrot, vertical semistate, and input vectors respectively. Jkeoc l,. I Let S' and S' be a pair of horizontal and

The wristant coefficient matrices E, A, and B) are of appropri- vertical (E,A,lI)-invariunt subspaces for (1). If the boundary

ate dimensions. We assume neither invertibility nor square- eosditionszN E S"Vz E M and zlt, E S". V4 E N then there

ness of Ary of them. Therefore, solution to (1) may or may exists a solution for (1) with these boundary conditions ouch L

not exist, that each seriiistate in the solution is contained in S. Cl

Denote (0,1., N - 1) by H. We say it semistate s,- Note that the conclusion of Theorem 2 is stronger than
quence (xi,,) is a solution if it satisfies (1) in the domain that of Theorem I.
((i,j)li E 9 and j e 11). fThem [,5) Let VA, V1, S1, and S' be defined as in the

Define E, .= B diag(1,O) and E2 .= B diag(0,I.2.s) preceeding theorems. If the internal semistates 1,' E S, n

and A, likewise. To characterize the semistate propagation of V' Vt E I arid 4j E Sh nl V
1. Vj E I. then there exists a

solution with these internal semistates such that horizontal

Reserchsupprte byNSF ran ECS880932and vertical semistates are contained in SA nl VA and S'f nv'

Reserch uppoted y NF Grnt E.8SO332respectively, C
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SUnknown-Input Observer Design Ei+ A2 4 1 +~~ 1 +n 4

In this section we design, an unknowni-input. observer for the wihi bandb h rnfrain
2 j~ ~~ b

the~~o 1~ 0'.. IT is a conditioned-invariant sub-
ir atefact that the obs~rver does-not use the inpu't'iij, space for (6), one may select-

but onlj'he outputs yjj in reiistroclihi,the semistate zxj.
Thus, urj could he an unknown disti bie tig on (1). 1I

Tme existence of t he obscrvmi11 baormn.l
t 

umng th Q 0) 0 1
paramneters of the dual systemn. Bythe'-ual system; to (1) we 1

mean the system with the coefficient mnatrices (E, A1,A:, B, C) 
5 ~i+ 2i""

replaced hy (ErT,AT,CTBT). to observe QEiij 5 " '211 A solution to the Lys-
A~e allan AEB)-nvaiantsubpac fo (1 cotaind i puov quaionyields the unknosvn-input state-spare observer

Ncr C an output n~1lng (A,EB)-inroricnt subspace for (1).
Let V be an output-nulling (A,EB)invariant subspace of the A 0 z i+I 0 . .1+ [ .1.',,+i
dual system. 'men using the AVonham techninues [6], one can 1 0 O1 1 0 25 .5

show 'me error equation

T ) Ai A B j{ [ AI~r [ C o 0] (3) e+,i: .i. Ei+

holds with T an orthogonal complement of V. We call T a I ~~e 3 t[

cond;tioncd-rnvariant subspace of (1) [2]. isstable, so that theerrorgoen to zeross (ii) 'moves awayfromn
Select any Q of full row rank such that KerQ .= T. Then the initial boundary The solution is completed by shifting 2

(3) is equivalent to the existence of matrices ri, ra, At,, and hack to x.
A2 such that the 2-D Lyapunov equation For some experimental inputs and boundary conditions

the true and observed semistates, and the errors are given in
Q[Ai A, BJ=jriQE r2QE o]+f.AiC A2 C 01 Fig. I -Fig. G. 0l

(4)
holds.

The Lyapunov equation (4) yields a 2-D state-space obs. References
server for (1) if the 2-D state-space triple (Ii, ,,'r) satisfying
(4) is asymptotically stable in the standard 2-1D state-variable [I] IL P. Roesser, "A discrete state-space model for linear

sense[3]:image processing", IEEE Trans. Automat. Control,
sense[3)iVol AC.20, pp. 1-10, Feb. 1975.

Theorem 4. [6] Let Q satisfy (4), so that T = l-er(Q), with
Q a full-row-rank solution to (4) for some Fi, r'2, A,, sod [21 G. lBasille and G. Marro, "Controlled nd conditioned-
A2 . If the triple (I, l'i, 172) is asymptotically stable, then the invariant subsaces in linear system theory," J- Opt.
state-space system Theory App., vol,3, pp. 306-315,1969.

z1+14+1 = l'iz~j+i + l'sr,+i, + Aiy.,4ei, +Azy,+i,. (5) (3) E, Fornasini and G, marchesini,"Doubly indexed dynam-
ical systems,. State-space models: and structural proper.

estimates QExjj with decreasing error as (ij) moves away ties,, Mathematical systems Theory, v 12, pp 59-
from the initial boundary, a 72, 1978.

Note that if T = 0 and the corresponding Lyapunov equa. ()G otAProadT ~coe," emti p
tion is stable, then the entire external variable Exij can be [4G.CncAeroadTlarok "gomtiap
reconstructed. Therefore, we may alternatively call T the proach to singular 2-D linear systems," Proc. IFAC

unknesrn-iput unobsrvasbe subspoce. Note also that the ob.- Workshop on System Structure and Control, pp
server is a 2'D state-s$sece system, not an implicit system. 241-244, Prague, Czecholovakia, Sept. 1969.

Consper th sytmmd(db 5) A.lHsramancioglu and F. L. Lewis, "A geometric ap-
Consder he yste moelle byproach to 2-D implicit systems", Proceed. 29th CDC,

52 2 0la r0 pp. 470-475; Sept. 1990.,
10 111 ' = I0 0 3 0~1 + 11 j [6] A. lKaramancioglii. 2.13 Implicit Linear Systems,

051 j .
1 +.[ 0 Ph.D. dissertation, Department of Electrical Engineer-

Y=10 101I[~ (6) ing,,Uniersity of Texas at Arlington, May 1991. ~
with nj = 2 and n2 2. W~e wish to design an asymptotic
observer for the staten that are not seen through the output
equation directly.

WVe use the shifted r-epresentation of Equation (6) (see [6))
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~Fig'1. rue xhl~xA2Fig-'5. Observed Wz

Fig. 2. Observed U51 + 2A2

F,,6. Error:= TRue 4z- - Observed 4x'

Error:= True 5z'l +25A2 - Observed 5x'l 2,,92

- Fig. 4. True W'
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REGULARITY AND REGULARIZABILITY OF SINGULAR LINEAR SYSTEMS

J.E. Kurek
Instytut Automatyk2iPrzemyslowej

Politechnika Warszawska
ul-. Chodkiewicza 8, 02-525 Warszawa. Poland,

Proof.
Abstract. New conditions for regularity of Since-system (1) is regular iff is solvable
singular linear-systim -are presented._ Then, the condition for system regularity is that
regularizability problem for the system s matrix F(N) has full rank for all N. [73,
considered. New conditions for system where
regularizability are given.

2 0 -A EsR(N

Linear discrete-time time-invariant system [1
can be described-b the following -equations: [IH 0 . o A

Ex(k+l)-AX(k)+Bu(k) (1)
y(k)-Cx(k)+Du(k) The matrix F(N) has less rows than columns.

Therefore, it doesn't have a full rank = its
where,xcRn. ugRm, y6R

p 
and E, A. B, C and D rows are linearly, dependent. From the

are real matrices of appropriate dimensions structure of matrix F(N) it follows that its
If EeI the system is named implicit or rows are linearly independent I=f there are
descriptor. (6), and in the consequence x is linearly independent:
defined as a descriptor vector, u is an Input (i) rows of F
vector and y is an output vector. If E is

nonsquare or det A-0 the system is called (ii) rows of F and Fi+i,. and

singular. (iii) rows of Fi and F,-, .

Implicit and singular systems were considered This is. however, equivalent to the given

in many papers, e.g. 11.3.41. It follows from condition (ii).
these papers that one of the most important
and fundamental system properties is Condition (i) is simply rewritten from the

regularity. definition aid has not to be proven.
0

In this note system regularity and regulariz-
ability are considered. New conditions for the Unfortunately. assumption of regularity is not

existence of these properties are presented. preserved under linear feedback Indeed.
assuming system (1) is regular, in most cases
it is quite easy to construct feedback u-Kx+v

II. THE MAIN RESULT such that the closed loop singular system is
nonregular. It was the motivation for

A matrix pencil (A-sI) which is square and introducing the regularizability notion in

does not vanish identically is termed regular (83. Here this notion is adapted for discrete-

or nonsingular (2,91. Consequently, the time system:

following definition was introduced. 
2 ?,

Definlition1. System (1) is regularizable i=f (i) matrices E
System (1) is regular =Lf (I) matrices E and A and A are square, and (ii) there exist KeRm

*n

are square, and (ii) there exists so such that and so such that det(Eso-(A+BK))xO.

det (Eso-A)0. o

The sense of the above is that there exists
The main feature of a regular singular system proportional,:feedback such that the closed
(1) is that the sistem Is solvable-and loop singular system is regular. It is clear
conditionable 173. Moreover, almost all the that this property is invariant with respect

known results related to singular system to feedback.
dynamics depend explicitly on the assumption
of system regularity 15). Thsn, the following theorem can be proven.

Now, the following theorem can be formulated. Theore 2.
System (1) is regularloable ff (i) EQR

n *n 
and

Thr J_(ii)
System (1) is regular IJ" (i) dim E-n-n, and rank[- A E 0 B
(ii)

ran., [A E 01J.In (2)
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[ Proof
Condition (Il) is evident, it follows from the i
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ro A E 0 (1) A.Banaszuk. M.Koclecki and K.M.Przylusk2.
"Remarks on duality between observationHence, the theorem implies ity of and control for implicit linear discrete

condition (i). On the other hand, it is also time systems", Prepr. IFAC Workshop on
clear that-always exists Koc

n
e n such that System Structure and Control, Prague,
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Control, vol. 34, pp. 565-566, 1989.This completes the proof of sufficiency of 141 J.E.Kurek, "On singular linear systems",condition (ii). IMACS Int. Symp on Mathematical and
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pp. VI.A.4.1-4.4, Brussels, Belgium, 1990.
RemarkF.Lewis, "A survey of, linear singular
From the proof of theorem it Is rather clear systems", Circuits Sys. Sig. Process, vol.
that condition (i) is necessary and 5. pp. 3-36. 1986.
sufficient for .the existence of matrices (61 D.G.Luenberger, "Dynamics equations in
FKR

m *n 
s.descriptor -form", IEEE Trans. Automat.such that det ((E'BF)s-(A+BK))xO. Control, vol. 22, pp. 312-321, 1977.

o (7) D.G.Luenberger, "Time-invariant descriptor
Isystem", Automatica, vol. 14, pp. 473-480,
III. CONCLUDING REMARRS 1978.

(81 K.Ozcaldlran and F.L.Lewls, "On the
New conditions for regularity and regularlz- regularizability of singular systems",
abilty of singular system has been derived. IEEE Trans. Automat. control, vol. 35, pp.
The conditions are veryeasy and simple for 1156-1160, 1990.use, based on theorem 1 the regularity of 191 H.W.Turnbull and A.C.Aithen. An
singulsr system can be verified simplor than Introduction to theory of Canonical
using shuffle algorithm proposed by Luenberger Matrices, Dover. New York, 1961.in (73.

Finally, it should be emphasized that the
conditions applyfor discrete- as well for
continuous-time system. It follows from remark
to theorem 2 and fact that conditions for
system regularity are the same for continuous-
and discrete-time systems. (I,
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INVLETIDILT.Y OF SINGULAR 2-D LINEAR SYSTIS

Tadeusz KACZOnI
Accademia Pblacca dells Scienze for(6)we may find atrices 2,Fk,Gk,Hk,Jk,k=o,1,2 of(2).
2,Vscolo Doro0liO?8 oma,~taly Note that the matrices depend on Z which is arbitrary.

Abstract-ilo approacheasfor finding a whole class of Therefore,we have shown the following
inverse systems for a given singular 2-D liniar system Theorem 1.
are presented.The first approach can be applied to regu- If the system0 )is regular and its transfer matrix(4)
lar.2-D linear systems with transfer matrices of-full has full row rank,the there exists a whole clans of
row ranks.Thesecond approach can be also applied to inverse systems which can be found by the use of the
nonregular singular 2-D linear systems. realization theory methods.

I. INTRODUCTION ale 1.
, Fond a inverse system to(1)with

The problem of invertinglinear and nonlinear m ltiva- F I 0n O 0ie Ft o o 01 0o 0 01o

riable systems has been under Investigation for a long =- 000,A I10-IIA,= [0 1 OI,A 0 0 0 B =o 0[,
tine [1,6,7,9,1O,123.The first complete solution of the 0 0 

0  
J0 0 001 0 0 1 Lo-l

problem for regular linear systems was given by Silver- eO -
manE13.lMsylan(2]has considered the question of stabili- B= 1-1 ,B.= 0 ,Ce[0 1 03, C.=C=O,D. = for k- o,2
ty of the inverse system and he has modified the struc- o J
ture algorithm by introducing output and state-space It is easy to check-that the system is regular and
transformations.The inversion of singular 1-D linear ._
systems has been considered In[1,2,5,121.LewIs[2]and 1mn2 A-'

1 -2ny
Besuchamp [1]have used the singular system structure z -A o -AAzI-A i1 2 z 2
algorithm to construct an inverse system for 1-D singu- to -
lar systems. The transfer matrix(,.)of the system is
The main purpose of this paper is to present two appro- [ j - z. 2 z ]
ach for finding a whole class of inverse systems for a z ? 2
given singular 2-D linear system. z 2

II.DEFINITON OF IWESE SYSTEM and its right inverse is given by

Consider the general singular model of 2- linear sys- I 2 P22

coEt'),A~lj* *A x +B u+ ueB +Bn u 2 I e 2 1(2
i+C. x +1 + - Iu I ifluj 2 i where p and p, are arbitrary.

7y
1 Co xi 1,I is lj2 +o0ij 1uie4,3 2 n,4+1 Using the metfod given inD]we obtain a realization of
where i,3 are integer-valued horizontal and vertical co- (7 n the form - -
ordinates,respectively,x iO i the local senistote I 0 0 1 0 o 0 00 I-0 0 004
vector at the point(i.i iR ethein ,y..t 0 0j0 0 0 O p 0001 0 00 F 00-1 p
i;Ahe output and r,q a , ,C A , Da - I000 lol000 ! 0 0o-I 0 1001'
S ,kao,1,2 are real mstricws It is assumed that E U 010 1 9 100 LOo0J o 0 0 J
Is eingular,i.e. det r O when q-n. ot-, 00 03 1p, 0 0-p2  0010 00 0]
Let us consider an onther singular 2-D linear system of 1 n 1
the form G GeO, o L1 1 01'
i*1,J+F .Fx' +F x' +F X, +iGyije1 yi o 2 Jk.O for kao,1,2.

ie, 0 oIj I i41,3 2 e1,4+1i +1
uij=Hox' 4 Nl0yxjoyixi+l, , () IV.GENERAI APPROACH

0 I• j ,sing the matrices

where x Ge is the local sei tate v u .t .and y.j A.A,A,B:,EB ,S 2 C:= ,C,C ,D:=tD, ID
are the e as inC.)and t,FsO( ,'k( ' J . and the ventors

Crxp,k-o,',2 are real matrices. x
t 
. [ t t 

t  
u
t 

. o t t
The systen(Q)is called an Inverse system for(.)if the i 'J x '+',J

' 
,ij u+,J

output y of(I)is the input for(2)and the input u of we may write(2)in the form
Qta the 'utput for( 0. fo some 

+ thatIII.FIULAR SINGULAR 2-D LINeAR SYSTLMS a u Aa+)

The system()is called regular if and only if yo, tr
X

e
J  

a n g r (b)
Lot k & re-q.Then there exists a nonaingular mtrix

det[E znz
2
- -A 

1 z -A 2 z
2 ,/ 0 for so me z ,mz C ( C) s)h tha t

where C is the field of complex numbers, here E R has uA-- ro
If (3)holds,then the transfer matrix of(O)is given by premsldplysng(sby 1 and using()we ottasn

1oTai~2~oCsmc~)D~m.A.A .. Ar
1
(,B~e ~ xi 1  a i immi

+e 2)+ D o D z I D a z2  (4) 0oXx Aj, uA (j Ob)
f rock 'f(. 1,s p for sone zmI z 2 e r where I nx

then therem exists a right inverse T I( of() n[ 1 qr)x~n
given byl R) 2) X~2 ' esr= x ,(Cq-r)x3m

TRTtTtI3rI(ItE Tt3 tIT) Z 6) The equationsiab) and (30b) may be written as

where 'the upper index t denotes the transpositionj is [01) [1 P110.,
the Man identity matrix and Z is an arbitrary mxp natrix 

0  
Lx 4 -LS j

Solving the equation Y(nzn z TU zz )with respeot to

tivey sing one of the realization thigry ndtodsE
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Then there exists a nonsingular-aatrix iII=010000

L~i22 S. (pq~~r~x 'aking into account that rt from Qt4)we obtesuch that 2 (72) 
0

where BI has full row rank. Ste 3.ong( VC~3od($w otPrezultiplyingC11)by S and usin6(12)we obtain 2)eoti

S 1Q17) 00l~o000 9- -

where ,L. 1 I0 01 0 15 d 00 I

Cj~ r~S~j.1 0 1 . .11r0r00),r BID~o~oo L 1 0~ L-io

right inverse o cf D io given byQ8] R~ F 0 0 0g, 0 = 1 .
-160,001 t

S ~ ~ o~' acethedesired inerse system ne the fernwhere P is an arbitrary 3oxr matrix. .

Ir-on(25awe have '0[01 10 01
Note that (Na and 11b can ba written ao 00 0 0 0 1I

I x. 1.(6) 0i~o 0 0i ~ 0 +1 iJI 09 *Y

%bsttutorlof ~j~no 0)ylldoWith alight modifications both approaches can he eaten-
E -1D1 ded for n-D/n)>2/ singular linear systems.

h:::: 2[2 GE4
§Vf hamp2 jgi:iihms for singular nysteno,Ph.D.th:..

Fr. opaet f(7qd ehv dalcrateori sy stul.ech.oa.'ea1.ivl3,o..

The fro 'i)we 1D get1 Z M'acZ1 ThaO minalrdeera inodals of d-iscyete.o
an f -ra oprnno(9ad2e have dF.escIript or d eIto tr yoe.Proo.Aneruoan

Therfor we0 havezreeaiat provedm fhe foinouiar 
2-DLXoeyMKsi~xvrno linear oqeta

IrlThen there5)w go ta Tot.a ineerneh syto')iinvua er ale o f linea ystesEu Itr D 0x + gie h y(1)n ~ ~ arn tsA utioC nE trAC~2,F .1974,7.Co.AC3,Nv.98
f ro comp aris ofi79anucon havudte ueo tq.C..ows.NMtaSeaenvorsoordcipr yteofmatPriaenthe oowUI1 - Re DRI81'J1g32. O It plicaon,nw o rk 198315 1 . G meia

Throdre:w aepoe h olwn .. Mooyde,M.K.Sand left iSvertof litya ofqunninarteoro . d 4atnynfad cotl a yste s, roc.Woarp. C o trl 6,33d 33.otr
Ite r.tng1ani0fa ther exists R for~la inere ysem2)it . JMyl n,Stleoevinveri0:liyolnear toe-i
Ixatr:o e n by ( hann &) iln.aa Cnt r .Aical oyseb.9,IIf rnoAto.nr..Ifin an~t atr esee o(;,jctnbefuntb)te s of Api 1969Ra ,1414.Miec nes fMtie n

procedre: a .R.pd.Sulvrigan etInver tiiont of noniarabe linearytaL~5In M sa ooflg Poold Xj9cnro i fasyi TsAtoo.WrhpContrl4,aae 1969,270-776~p0 IA ,A~oooA~ o R & fa t.I23.San,J.andeaslenvertiboa of inar sytie.~ov0  
9004 0001invariant?~ dyramina.Auton.Contr.AC-33,Nay 1988,583-587.

Itin asy ton e c sythat tho ditio(3i notL ' eatisfiede~~no Itvribelierfo(1.hrfr 'h fis aproc ce no heI applied.Cot A-4,ue 99,7-

Itiey 1 ertri choc thatayt 7hae od the(3 feno tife

step .The matrix S catisfying (1)has the frn

S 1 .0~i an, 0100001' [0000

21 ~z!050 000 1838



COS-..'STE C0NMPL0ABILITY O S1MULAR 2-D SYSTEMS

MJ lS KL"A
Institute o-AutoationTechnical University

44-100 Gliwice , Poland

Abstract - The general s ngular 2 D li ear ( j 1 ' "+1 J IP

systems with variable coefficients are con- ,(+" , Gi-pil'j-q+1 0 i - J-q 
+

sidered.The concept of complete-controllabi- -,l(i+1J)G 1.q+ A2(i,jI)Gi.'

lity is extended for the singular model and

variable coefficients.Usinj thi general ree- for 1 0 p and/or j it q

ponse formula necessary and sufficient oomdi- sing ,the transition matrix Gia the exact
tion for completeocontrolltbpity in a gven formula for the solution of the system /1/

rectangular is established. mith admissible boundary conditfons /2/ can

be derived /see the paper[4]for-details/.
I. SYSTE DESCRInI0P TI. DE i -ITIONS

Let us consider the general model -Sf sin- low we shal1 introduce the concept of com-

gular linear 2-D system with variable coeffi- plate controllability of the system /1/.

cients given by the following equation [41: Definition. The system /1/ is said to be

B(i+1j+~x(i+1J+l ;A (i.J)x(ij) 4: completely controllable in the rectangular

+A, '' 0 '' :(i 0 4 0 ),(rjs +A for sny-admissible boundary
+ A1 (i+1 ,j)x(i+l ,4) + A2 (iJ+)X(i,+l) + conditions '/2/ and every vectors xr= 0,

B(i',J)u(i,J) /I/ l=aO+- 0 +2,.... -1 ,ZkS
6
Rn ,k-s 0C1,i 0 2...

where i,j are integer-valued vertical and ho- . r-1 Xrs Ge ,there exists a sequence of

rzontal coordinatesres-pectively, x(iJ)60R input vectors u(ij) for (i0,jO): (ij)

is the local semistate vector at (iJ), u(i,j) (re 1 , e 2 ) such that

GRe is the inpat vector,and Ak(i.j),k=1,2,0, x(r,l) - 1 for l=JO+1,-0+2,...,s-1
B(i,4) are real matrices of appropriate dimen- x(k,s) - for k.10+l.ioe2,...,r-1 /4/

sions with entries depending on i and J.The

special feature of the model /I/ is that the x(r,s) = Xr.s
matrix E(ij) my be sinular [Z],[5],(1], It is easily to verify,that complete con,

Boundary conditions for /1/ are given by E: : trollability in a given rectangular inplies

x(i'j0 ) *x i J I i0i0+io+1,i0+2 ... 121 local controllability in the same rectangular.

x(iOJ) - no , =J0 tJ0 +1,J0+2 ... The converse statement is not always truem1]i,
In order to formulate the necessary and

for i0,0 - 0,1,2,... , where x ij0 and x i~j  sufficient condition for complete controllabi-
are known vectors. lity let us introduce the following notations=

It is assumed that the system /I/ is solvable o ( r
and boundary conditions are admissible [],41: rj Lr-i J- 0' 0 i 0-1 IJ-J o 01a

The transition matrix 1 for system /1/ is rj Br

defined an follows [..: pq G

,Ei pi+1 -q+1  " AO(pq)G "- B(r+nj Jo)i /51
G .-pnl,l-qj+ Al (P+,q) G + A 2(p,q+1) Goq 1l

for i-p , - q Qrj are n x m(r+nl-k)-dmensional matrices

E( +1 1 +1 , fo - - for j =-1.E 'L+,+]l) G-p+lJ-q+l ' 0 131/

In a quite similar wiy we may define the matri-
for p- i+n+1 and qJ n22+l a n<n X 2 -n ceo Qpq ,for p = iO+1,io+2,...,r and q.J0 ,j0 +l,

J0 2,...,s-1.
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lbeorez. 2he dywtzical nystez /11 is complete-

3 (p~s-q-1) 11 1ly controllable, in the rectanguls. ar ,j
pq ~ ~ (r, 5)] if and M&ny if -

a~i~, -u -proof. lesizil present oni-7 the sketch -of-the

~.~proof. Using- the eaez ol re,onse f6islau.e
may obtain the relations betwoan~the -vectors

Using mtrices Qr, eid Qpq we may define /4/and Abe-control S-equence-1n the reetangu-

the so ~s led compiete controllabiltym lar C(i0~ , (r). , cntrolabi-y ti i
given -by Abe complete- otoaicymin

t ix r ortesse /1adgie ence,the full row mank-of-he complete on-
rectangular gi0, 0), (r~s)],. troflbility matrixis the necessary and suf-

- ficient condition of the existence of control

0rj ~sequencepwhich steers the dynsmical system /I/

Qr'O q~je ....... to the desired final states given by the for-

~r~j ~r~0+iIV. CrNICLSIONS
-r' In'the paper using complete controllabi-

i 4 0  0i , 1 Qi +1'j +i. . lity matrix necessary and Eufficient condition
for complete controllability in a given rectan-

"i0 +2,Jo "i 0 +2.J0 4-1 ...... Clan of linear singular 2-D) system is formu-
................. lated.The abovecoisiderations can be also

extendsd for the general model of M-D linear
proj0  r,3 0 *l ... singular systens.viitli variable coefficients.

-Using the complete controllability -matrix it
0is osi2 to solve analytical..y the so cal-

0 -0 Ildiimunenergy control problen, EfJC6J.

... r~s~n2 -2 Qr,sni2 -i REP EWCES

-Q -- [1J Kaczorek T. ,Two-Dimensional Linear Sys-
Q01, 'n- oi+ ,n 2 - /7/ tems,Springer-Verlag,Berlin.1985.

~i 0 +,c~n-2[2] Kaczorek T.,tSingular geneal nodel of 2-fl
.. iizn- j04 + a 2 -1 syiiems and its solutiontiBR Transactions

........... : ........ Autom.Control,vol.AC-33,no.10,1988,10604-1

Qr~s~n-2 ~r , -1 Pkaceorek T. ,General- respons formula and
Qan2 'rar ninimum energy control, for the general

W~" s ii(r+51 ~x m~~n..). ingular model of 2-D'systemsIEE Trans.
i0 '3 0 Autoz,Control,vol.A0C-35,no.4 ,1990,433-436.
.n'2-J0) -dimn~sional constant, atrix. 4] Kaczorkf. ,General-rev ponse formula -for

singular 2-D linear systems with variable
goefficients,private corrmuncabion,1990.
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AN IMAGE PROCESS FOR ACIEVLNG WYSIWYG COL.OURJ

WAADS.YOUSIp AND M.RONNIERLUO
DqcamntofCsnpuserStajjes -Degsutmnof ComputerStues
Loughborough Univesyof Technologyi Loughborough Univest of Technology

LooghbixoughLoughsx~gh

LE~csUK W s. U

Abgiiagt -The worrlscnibed in this paper, ;tumissises the IL Dmum Huwf.AmV Y COLOUR APPEARANCE
.esulsobandfrm aahr rje t. Amodel coolviso, MODEL
Hunt-vey Colour Appearance Model. was deived tacrtl olwsdvddit he
predict colevr appearance under awide range viewin9 conditionsheig h frt ol a ivdd no he
ont bot self-luminance display and reflection print itiri. The stages which were: 1) to coniduct a large scale psychological
model gave good prediction tot comnprehensive cpfrM~ experiment for ssig clorppearnc under various vtewing
databas whichswas also obtained in this'pnsject; A meho for~ conditions by a panel of notrnal colour vision suabjeec. 2) to
esarctesatiomn gdvct e eflmnnedsly n implement existing available colour models and to compare its
electronics prnes was'establjshed and its associated pefomance using the data obtained feots sageone, ad 3) to

themtatical models %we also devised '" modify a particular model which promdtebsfomstage
By integrating all the results, an image proems named the

_fu. stage teassfotm', was fotmed and the processed image
presented on a hardcopy gave a good appearance matclit h at The first stage of work was the acquisition of experimental
dtsplayed on a monitor. 'This implies that the dream of data. Tess'observers; were askied to iake jsdgements of lightams,
WYSIWYG colo~ircould bcm reality. colourfulsrsa. and hut of a sequence of test patches at the centre

of a cortnplex-viewng~field. usiug a magnitude estimation
1. INTIRODUCTION- technique. Painted colour chips stock onto a grey card were

- -presented insa viewing cabinet and its replicate displayed on a
The range of cornpsrurpponed applicatioans where colour high resolutionlcolour display. Tfhe decorating patches around the

itection, and manipulation is a natural characteristic of the uses's periphery of the field, were selected randonmly to create a
task' is large, and includes such 'disciplines as gaphics, "mrian" pattersn to simulatesa complex field within which to
architectur.Atextile. product, interior. medical, and engiserring asses the test colour. The overall experiment was divided into 23

desisi iththe prlifraton'f coourdislaycaptriityon bases, with approximately 100 colours is each phase, to allow
computers and the recent availability of cheaper Aigital colour fudfertprmsethsuid
Prinmers, the market isgrowing even faster. The typQprolm of four types of illummuants (D65, D50, white fluorescent.

-these systemss is that what users tee on ocr display cannot be tungtten)
faithfully reproduced onto another, and 'cannot he reasonably two lumsisnne levels (high (250 cehss

2
) and low (40 cdes2

))
preseonted on a hftrdco~y. This in a serious problem. For example. three backgrounds (white, grey, and black)
a'computer user may spend hours'painstakisgly choosing and t wo displayed moei (silf-luminacedslyadrfeto~balancing colours on screen in osslerto create the desirdiae prints), eipa adrfeto
ten taes onl amnute to pit out a harcoy. Yet it is the

hadoytat is ote thxei y loun.scation tool used for Altogther this geserted an cpesitntal database containing
judgments about the design. Th ostrei frmPoor fidelity of vr4.00etmtonoeo the largess sorb body of data to be
hIcopy col ebt cian d aesthetc Henice 'What You amassed anywhere us the world sinc 1945. Thidata set is named

enis What You Get", WYSIWYG. has been an elative target for the LUTCHI Colour Appearance Data (1],
the oesotercolur idusry.At the second Stage of work, this data was used to test the

There are two causes of this protlem: rst, there is a Tack of predictive accuracy of various existing coloar miodels. For five
understanding of the properties of hiam colour pecpion in th models tested, the flost's model [2) outiperformed the others and
different viewing cosditions used for display. and reflectison gv reasonably accurate prediction to the dats. This msodel was
prntls. The second cause of thiu problem io that the colour furter refined to become Hunt.Alvey Colour Appearance Model
prinares and colour generating technologies of displays aM~ (Hunt.ACAM) (3]. The errors of prediction from this model are

Pe rs eydifferenit. With &l sIn trcnots a similar to those between-each individual observes's and mean
us196 to tackle above problems. This research project visual results. This implies that the model's performance is close

entitled "Predictive perceptual colour models" was earrned out to that of typical observing variation. A block diagram of
under the auspices of the UK goeaer le rgam. Huat-ACAM is given in Figure i to illustrate is functions. The
The member of consortium wger menosfil EleprocsaSmme tnput paramete.s Iare CIE XYZ tnistimulus values (4],' which are
Displaysa and LUTCHI . (LUTCIII stanids for Loughborough physical'quantiucn to defise a particular colour in question,

Unvrs$t of Technology Computer-Human Interface Research together with, tbe informnation of illutuini. luminance level,
Centre.) Teobjectivesof the projctwere to: background, and display mode. (Thetstntnvtaaaeaato

values for specifying a colour andliecormmended to be used by the
Deriv a orputc-b.e model of colour vision to predict Commission Internationale dh~elairage (CIII). The X, Y, nd Z

tbhsctlour appanc under various viewig coditiour, ic are. the amount of edu, green, and bite lights is order to matc~h a
Ofu~' ants, luminace level, bakgrud n e colour is question ) The output informtionii from the model crc the
(disply-n reiecisisprint), predictive perceived attributes, so. lightness, brightness,

DvlP para ehd for charctein different colour cols~atfulsess. chrossa, saturation, and hue [5 The reverse moadel
pusn ad display devices, so that prooing simulation is has also been derived to transform the lightnjess (L),

possible.colousfuness(C), sod hue (It) of a colour under a particular set of
viewing condtiis to the corresponding CIE XYZ values.
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-whereDpDad~E~tedcsfmtborignoftbe

.2 selected cube to the desired value. unrnalised to hie n the ramge
(3-1. Tbe vaoesawe ntibered ain Plgame3.

'aiijtims

2I 4Figurel1 AbtuckdmtoDiithedHkAveyCntnw

ApeuxaiceM&1(55m ACANS9

IlL DEVICES C1ARACTERlSION lue

For tackling the second canse.Of $r fielt pblent. we
deveod a mehdfor the ctrteitonfclurdisplay and An arbitrary hexahtedron is thus tnformoed into the unit cube in

prnig Wei e egenow- tea "col our cb" with nin levels for (rgb) space. The interpolation foessii used to obtain the value of
ehofgteree- colourprinwies oi the device Le. tid, greci and X corroding to a-colour produced, by a set of (r,g.b)

blue for the d klay. n yn aetadylo o h coordin te,r (r,g~b) is known to lie in this cube_ in then
prnes i otal, 9x9 - 729 samples were produced foe each definad by

For a colour printer, or proofing system such as Qroiialin. with .
cyain, magenta, and yellow tnks, this method tncluded printing X(rgb) - tp(rgb) X
nine charts each containing 9x9 samples, as shown in Figure 2.
These samples were then measured with'a Macbeth MS20D00(-,(!SID)X ,IDX-bXspctopotuerr o obtain their absorption spectra. from which -(.~lDX.~s+D(-~ID.)s

th CEX itulus values were calulrated. (~)gb),X+DD(.~X
(I-DX1.D8)D 5 + D4I-D)DbX6 + (IlD)DDbX7+

For a colour monitor, with red, green, and blue drive signails. a D D 5X8 2corresponding sequence of colour patches is generated at the()
centre of the screena via a telespeetrocadtometcr (TSR) to obtain Similarly the Y and Z tistintulun values were calculated.their emission speetrn from which again the XYZ trintimulna
values were calculated. Per the reverse device model for finding ,say (c,m,y) from

given trmstimalus values X,YZ, we stars from the middle cube
which has'an origin of (5,5,5) and find the corresponding c,m.y

-6 z nd XYZ values at that point. We then calculate AX, AY, A,
56 and obtanthe differntesuinc.iny vales bsolving

00 0 0 0 subsequently,

1J00120 (rm y)(k*t1r-(em y)
9
I)+(Ac Am Ay)kFr~ (4)

00[0 810 0 0 030 0 when k is the itration parametrrand Jis the Jactbian marix given
0100000000 0%b
000000

lw 30333 1 0% 1/C-dX dX dX
F4gur 2. ArrseSUDC04ofeslurpatches n evko ecahbumo

-cube (wsing cysA sagomutandyellowinkpunim) dY dY dY

The Foward and Reverse Device Models.were developed dirh dy,in order to calculate the XYZ values for any intermediate values of
CMY (or ROB) and vice versa. The formula is given in Mitchell By applying the interpolation formula, ace equation(2), a new set
anr the [orward dsevied lthetsoton of the devic of (X, Y. Z) values are then calculated and (AX AY AZ)(k~it inFor he orwrd evie moel.thetrasfomatin O th deice found. If these values are within tolerance we exit with thecoordinates, nay (r~gb), into tristiorslus valuer (XYAZ was calculated c,',4 ---d y values of eqsation(4). Otherwise, wr proceedcarried out by using the transformsaimmi to the nest iteration, eqsation(3), using the same matrix I if still in

the same cube. If it is not in the name cube we stars the same
t - ,r~)t (t - XYZ) ()procedure with the new calculated points(new cube), until

1 ~convergence i:,,chieved.

where the functions %(rg,b), (1128,are given by
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IV. IMA~ tsN Several'imagtsAhave been tested. The results are quite
suisfnctey tat good appearance meatch between the printed and

of W . the project has been the ablity so displayedimge was obtained.
cobie h dviecharacterisatio'l method with the colour -

anemodel i111o a suite of image processing software. This V. WIIATSLINSTORE7
onfs inuete aperneOf an imge when

produced on adifferent device butaso t~opredict the change in Weconauruced a fsutictlueejweseachproesmFeusny
aperneofaco omuudi a vgen diffeent conditions 199. The new consortium consists of Crosfleld Eleetronics and

Whent inoprted into a cmue-based desig syse this Loughborough University, as befome but also includes Coats
t-chuology would allow teursto 0iuais ontedsly Viyella. the giant extle manufactrer. The aims, of the newpoec
moitor the u Colorpere Of the finalprde n to have 2=
ihighdae of cofdnethat this colour peiitonwould be -toesseridthlifnctionaliycof -Hunt-ACAM into new erdia
preae ito prodcto.- amd viewing conditions.

Thislgeproestoimpove the device characterisation methods.
Thsing rcsing software is designated the lor-Stage to develop benteruserinterfacesforthenmanagen==nof

Transform" (FST) and it is illustrated in Figure 4. For this OIouM,.
particular example, the operator wishes to produce t= ",op to bring the imgeeOssig techologyncarerto
version of the displayed inmage- Initially, the image rei sne In. conasercialeaploitation.
the red, green. and blue prina~ries of a display was cuivesled. pixel We are confidenit that this on-going research effort will yield
by pixel, into an equivalect XYZ image using the Fo-rard great benefits in the medium term fee management of colour in
Device Model. Secosdly. this XYZ image was then tiansfoenied computer-based design systems, and will enable the dream of
by the Forward Ilunt-ACAM to obtain the LCH image in which WYSIWYG colour to becoereality
the LCII are the perceived Attributes under the displayviewing
conditions. Thirdly, the LCH image was converted to an XYZ Rfrne
image vwhich preserves the sawt aptearance but viewed under theerece
hanlcopy viewing conditions using Reverse, Hunt-ACAM. 1.- M.RLuo, A.ACsrke, P.A.Rhodcs. A.Shappo. A.A R.
Finally. the XYZ image wss prcess to achieve ca.mgna oY ~~i goorperne-as
and yellow ink primaries of a printer using the Revevene DeacndT i Cour ApeaanceiDatag Clor ReAppac 16.rt

Model. 00-000 1991.
2. R.W.G HantA Amodel of colourvisiso forprodictingeotour

Rt~ mgF M imag e erne invris viewing conditions. Color Res. Appl. 12,
G ) ~ 29p7-314. 1987.d

3. M R.Ltio. A.AClarke. P.A.fthodes. A.Shap ,po. A.A.R.
Scrivener, and QTait. Quiantifying Colsur Appa c- part 11
Testing Colou Models Performac UsigLI'CHI uColour

DniMoelAppearance Data; Color Res. Appl. 16,00-001991.
4. CMi Colorimtty. second edition, CIS Publication No. 15.2

Central Bureau of the CIE, Paris. 1986.
5'~rae XYlm~ . CIE International lighting Vocabulary, CIE Publication No.

17.4, Central Bureau of the ME Geneva, Switzerland, 1987.
6. ARMitltell and P-Wait, The Finite Element Method in Partial

Differential Equatios, John Wiley & Sons, Cichester, 1977.
ForwardACAM Rewtrre ACA?. 7. M.C.Stone. W.B.Cowan and J.C.Beaty,'Color Gamut

Mapping and the Printing of Digital Color Images, ACM
Transacsion Graphics,7, 249-292, 1988.

Figtrt 4. A hlnek diagramt to flutate th. four-nags trausfn
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HISTOGRM4SEGMESTATION FILTERING:

- A GRAPHICS DC? COMPRESSION POSTROCESSOR

-R'.A.Kl~i .'
Crosfield Electronics Tifited The :Discrete Cosine Transform -(DC?) of a
Three Cherry'Trees Lane small- 1(8*8) 'section of -an 'image wil. often
Hemel Hempstead HP2 7811 have many values close to zero. DCT
England. compression- techniques [l]-[ 41 exploit this

featuire by-quantizing these values- to- give a
Abta -: Many OCT compression systems-work compactly codeable' set7 -of integers;, most of

well on scanned images but cannot compress them 'zero. -This. introduces' small errors. The
text and other artificial features without quantization. is usually optimised to make
injecting visible errors. These features the errors invisible .under normal
generally have *sharp- e'iges betweeni flat conditions.
regions. The histogram' 0of the pixel values',-
near such a feature will typically, shoW a Sharp edges between flat regions present
few sharp peaks. If we segment the histogram particular." problems for a DCT compression
of a DCT block into its, peaks we can system. A sharp feature-will have many-large
identify -these features and reconstruct the values in 'its-transform, -so ~the quantization
original values. Crosfield DC? compression errors may be unusually severe. The errors
results are. presented. will be unusually visible against the flat

background.

Fig. I. Experimental DC? compression~of
artificialtest'image without Fig. 2. same iimage as fig. 1 after
Histogram Segmentation Filtering' Histogram Segmentation Filtering

E rdsfie tro CroWeild,"
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in can of-a- phtograph, u features are4 DTCN WR TO
rarely a Problem; a correctly sampled" edge e can determine what
should not be sharp, and there is usually in our bloc? from the -number of peaks in our
noise and- te~itcre present, We notice the ourne isorm urts mge(i.1;" worst effec-- in the artificial features of segmented histogram; Our test image (fig. I )

had only one peak for the flat blocks, and
-an assembl-ed page, such as text- borders, and 2-4 peaks for the blocks with a feature.
cu at-outs. Typical scanned image blocks-could have up to

- - 9 peaks.
We caw-see theseerrors easily in-the example
in figure 1 ,whenever an -8*8 block- overlaps a If the standard deviation was greater than
sharp edge. The original image had-flat text, the section 3 limit-filter as follows:-
sharp. edges, aud 'smooth background. The
compression ;was done using'an experimental
DOCT algorithm that could compress scanned e
photographs with ho visible degradation.- 1 No filtering. Either flat or subtle
We could segment othe blcks usi graphtexture.-Compression should not

Wecoldsemet heblck ui~te graph have -x*nused-significant error.
theory approach of -Morris -and' C6nstantinides
(5) to determine whether the block is likely 2-4 Substitute corresponding segmented
to -have been corrupted, and to clean it up. histogram vales. Probably flat
Instead we have segmented the histogram. This ram vau es
gave much the same sort -of result and wa s with sharp edges.
simple to-implement.. >5 NO filtering. Probably texture.

2. szGmENTINqG TNE HrsTOGEM4 inTo-PE&Ks- .REUT

We calculate the histogam of our 8*8'-pixel The effects- of the histogram segmentation
block. We have a 'set of -peak values V(n). filter are shown -in Fig. 2. Most of the
n-l..N with frequency' F(n) > 0. We iay artefacts from compression have been removed.
segment this histogram-as follows...
(1). Find the two Peaks with the closest The same filter was tried on filtered and

vues. p unfiltered versions of real images containing
values, p text, colour charts, wood grain, face, and

(2). a thrse peaks are separated by more hair details. The results are not presented
than a threshold value, then stop. here. Only a few blocks were altered and no(2)..Merge the two-peaks.., harmful effects were seen.
Frequency - sum of old frequencies
Value - weighted average of old values.

(4). Loop back to(l). 6. CONCLUSIONS

This should tidy the histogram up, sweeping We have a-filter that can remove fine detail
loose clusters of values into sharp peaks. from' sharg edged features. This may be used

to clean up the severe problems with text
resulting from compression and decompression..
As the filter acts on the image aftei

3.'THE SEGMENTATI0O 'riss0oD decompression, it has no effect on the data
compression ratio. It appears to have little

When the threshold was kept constant the effect on ordinary image data.
image lost its low contrast features, while
high contrast noise from high contrast edges We canget a better value of threshold if we
remained, get more data from the compression system. Wemay estimate the quantization error to be
Making the ,threshold a fixed fraction of the zero if the quantized value is zero, and
total range in the block gave better results, (quantization interval)/4 if not. All of the
but that was too easily influenced by extreme errors added in quadrature give an estimate
values. of the error signal amplitude. We have used

this approach with success (6), but it may
The -"best results for this-compression system -not work with-all compression systems.
were given by.!.

Threshold-Standard deviation * 3 (1] W.K.Pratt *Digital Image Processing'
ISBN 0-4"1-01888-0 1978

This gave the same sort of filtering on a low (2) R.J.Clarke 'Transform Coding'
and a high contrast block. This suited the ISBN 0-12-175731-5 1985
compression system we were using. A value of (3) R.C.Gonzalez, P.Wintz
B - 0.6 gave a good balance between filtering 'Digital Image Processing'
noise andfilteringout genuine image detail. ISBN 0-201-11026-1 1987

(4) JPEG Technical Specification
On low contrast blocks the calculation can be Source W;B.Pnnebaker (IBM)
dominated by the rounding errors. To avoid ISO/IEC JTC1/SC2/WGB 1990
this we turned off the filter if the standard (5) O.J.Morris, A.G.Constantinides
deviation fell below-15. IPP Proc 133 F p146 1986

(6) R.A.Kirk British Patent application
8920905.0 1989
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VALYSIS IN PRINT PROCESS DEVELOPNT:
TWO CASE STUDIES

N. J. KERRY
Cambridge Consultants Ltd
Science Park
Milton Road
Cambrjdge-CB4 4DE

Abstract - This paper describes two case-studies in * the rollers are assumed to be in rolling contact
which cothecatical anlysis end computer simulation ith.out slippage;

have been-used-in the develop ent of printing equip-
n nt and processes. The coon theme of both exanples * ink flow on the surface of the rollers is

Is ensuring tunforoly high inage quality. although the neglected, so that ink s assued to be trns-
printing tchn.ologies involved ar-e very different, ported between the contact points around the

The first example describes a design tool for offset perimeter of the roller.

litho print towers,.and the second.describes the anal- the simulation was one-dicensional, so that
ysis of acoustic effects In a novel rulti-channel longitudinal Iotion of the rollers as not

drop-on-derand ink jet printer-array. Both case stud- modelled.
ies Illustrate the way in which simple mathesatics can
be exploited to address complex and challenging design A smple ink transfer law was assumsed at each point
probles. of contact - the total amount of ink prior to contact

is divided between the rollers after contact, according
to a fised ratio.

DESIGN TOOL FOR AN OFFSET LITHO PRESS

IThe simulation-is started from an initial fully inked
In thfe offset lithography process the isage is etched state, and settles down into a steady state fros which

onto the surface of aetal plates. Thin etching changes statistical measurements of the variation in image
the surface properties so that the plate becomes oleo- density can be obtained. It was validated qualitat-
philic. Ink is applied from one or ore 'forme' ively by comparing the predictions for existing towers
rollers carrying a thin film of ink, which the image known to give-respectively good and poorer quality
plate accepts only where-Is has been etched. The -ink imaces, and then used to predict the performance of
is then offset onto a blanket roller before final alternative designs and for fine tuning of the pre-
transfer to the paper or other medium. ferred candidate.

The ink file on the forse roller is replenished from The use of this tool resulted in a roller configurat-
a supply via a series of Intermediate rollers arranged ion which required no further development before
in a tower. This tower must perform two functions, being put into production, and produces print of
First, it rost act as a buffer between'the intermittent excellent quality, exceeding expectations.
supply and the forse roller - it is not possible to
provide adequate control of the replenishment with a CROSS-TALK EFFECTS IN HIGH DENSITY INK JET ARRAYS
continuous supply. The second function of the tower is
to even out the variations in film thicknes. around the Print quality in an ink jet printer is determined
fore where ink has been transferred to the image. primarily be the accuracy of the landing positions of
Poor performance by the tower will result in variations the drops on the paper. Errors in drop position can
In overall Imnage-density. or in 'ghosting' within the arise fron a number of sources, and in this paper we
image. are concerned with cross-talk - variations arising

from interactions between one nozzle and its neigh-
Generally speaking, the more rollers there are in the bours.

tower the better the performanco - typically there
might be 12 to 20 rollers in,a snail press. For a In designing an ink jet array for a given print
fixed-forat machine in wnich the Image size is quality requirement, the tolerable error in landing
standard, the tower-configuration can be optislsed by position oust be shared carefully between these
a process of trial and error starting from existing various sources. Typically, for a 3OOdpi printer,
designs, this overall tolerance is in the region-of 20pm, and

cross-talk effects oust not exceed about ii of this.
In order to design a variable format print tower, In

which different image sizes are to be accommodated, a The landing error depends on the relative error in
more sophlstlcated approach is needed. The requirement drop velocity. It is highly desirable to operate at
for a variable forat makes is desirable that there is a drop velocity such that satellite drops do not form -

only a single forme roller, which cakes is more diffi- about 3,/s for typical inks. For a high speed array
cult to achieve an even inking of the image. Further- printer, this brings the permissible variation of drop
more, the tower configuration must be loptimised' so speed to around Ys/eoo (about an 8 variation) in
that none of the image sizes would suffer from poor order to keep the landing error to less than 5m.
quality.

In order to enable designs to be evaluated on paper, a Analysis of the -shared wall, actuator design

computer simulation was developed. This modelled the The figure beiow shows a novel design of printer
variation in ink film thickness around the circumfer- array

enceof ech o~le, A umbr ofSimpifyng &s arrayv, fabricated from PZT, which can be made at
cnca of each rer A nusher of sisplifying assupt- densities up to 300dpi. In this design each wall is
iOns were sods:

actuated in shear mode so that it deflects Sid-ways
and can operate the two channels either side of it.
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The eigenvalues of A lie between 0 and 4. so that for
CHEVRON PRINTHEAD a typical compliance ratio x - 0.3 the theoretical

variation in propagation speed Is around 30% of C
Driver, consistent with the observed variability.
IC . Cover and ink-

manefold ikThe theoretical analysis baa been confirmed by
mno comparison with eprmnand his hown excellent

/ agreet. The existence of acoustic codes Is
confirmed,by measurements of the resonant frequencies
of an arroy-with open-ends. The expected lines-
relationship between eigenvalue and (period)

2 
has

been demons-trated, and agrees with independent
measurements of the compliance ratio x.

Cross-talk and cancellation

pZT The analysis can be readily extended to give the
channel pressure distribution a generated by a given

NoZ le excitation pattern V-

plate (eA)po . xAV (3)

Fig. 1. Shared wall actuator, fabricated fro a single where a Is the excitation parameter. This'shows thatblock of PZT ceramic. when a firing voltage is applied to only a single
channel, the effect of wall compliance is to reduce

Although this design has sany advantages, the walls the presse in the actuated channel and to Induce
are relatively compliant. This results in coupling crosstlk pressures throughout the array.
of pressure between any channel and its near- -talk in an actuator ill
neighbours, and is the primary source of cross-talk. A video Illustrating cross

be shorn.

The volume of the delivered drop depends on the flow- Equat-on (3) enables the pressure field generated by
rate through the nozzle and on the drop delivery time. a given a3i volte prer tbe computed by
The flowrate depends on the channel pressure generated, a given applied voltge pattern to be coputtd, but
and thedelivery time Is just the time taken for an also-ofiers a method of compensating for the effect of

acoustic wave to propagate along the length of channel. eoplianve. It is straightforward to determine the
The analysis described in this paper was Initially required-initial pressure distribution to generate any
underta!:en to explain the apparent variation of given pattern of drops, and the above equation can
acoustic velocity for different firing pattenrs in a then be solved, giving the voltage pattern needed to
prototype actuator. It has been developed-d'peoifically generate the required pressures.
for this type of array, but is generally 4pplicabie. In this way, with signal processing incorporated into

The actuator ls-moelled as a number of identical to- the drive electronics, the array can be cade to
dimensional channels containing ink. As described operate entirely free of cross-talk.
above, the walls siparating the channels tie compliant,
and a pressure difference across the walls will cause
a proportionate lateral deflection. We may neglect
wall Inertia as the resonant frequency of wall vibrat-
Ion is such higher than the frequencies associated with
drop ejection.

The equations which describe flow in the channel are
the momentum equation, the ase conservation equation,
and the constitutive relationship between pressure and
density for the ink. The flow Is essentially one-
dimensional and of sa anplitudo, and the linearised
aroustic equations for each channel are:

32pt 2 tpt

Mere K is a constant, the ratio between the coplianca
of the wall and of the ink. The set of equations (1)
can be written as a matrix wave equationl

- - 2 2  12)

e 'o

where A is the second-difference =trix. For an N-
channel array -there are X uavelike solutions
p(x,t) a p(Yt.ct) corresponding to the eigenvectors of
the matrix A'. These the acoustic nodes of the array,
and for each algenvalue X the corresponding mode'
propagates non-dispersively withspeed c I co/(al+X).
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-A-GENERALISED.MODEL OF LETTERPRESS INK TRANSFER

Roy Roach
Manchester Polytechnic
Faculty of Art and Design In their classic paper of 1955,. Walker and
Chatham Building Fetsko

3 
laid down the foundations of the~Manchester,. M15 6BRMnchste, l5 Rtheory of ink transfer. Since then various

Vnited"'Kingdom criticisms have been made of the model they

ABSTRACT A ganeral model is introduced for proposed but invariably other workers have

-er-nafer 'of ink to paper from solid established it as-a basis and~have attemptedftre Bond to improve upon it by minor modifications.
letterpress plates. By isolating the nonL Also it has been extended to the processes of
linear from-the linear region in the'graph of gravure and lithography. For an excellent
ink transferred against-ink-available, atten- review and comparison of the various models

tion is focussed on the need for a model re d omr the arioustoels
giving the area of ink in contact with the proposed over the years for letterpress, the

paper at low ink film thicknesses. A possi-paper by

ble model is proposed for this contact area. Mangin et al
2.

INTRODUCTION THE WALKER AND FETSKO MODEL

The experimental technique for investigating At very low ink film thicknesses, the contact
ink transfer requires the amount of ink (x), between the paper and ink is incomplete due
applied to the letterpress plate, to be to the microscopically rough nature of paper.
varied and the resulting ink transferred (y) Walker and Fetsko suggested that the area in
to be measured. This can be done by weighing contact, A, be given by the exponential
the plate before and after the application of function
ink and following the transfer of the ink to A - I - ekx

the paper. From the resulting set of (xy) where k is a constant.
co-ordinates, two graphs can be plotted.
Figure 1 shows the first graph: ink trans- Focussing next on the paper in contact with
ferred against ink available (y against x). the ink, Walker and Fetsko proposed that
Usually this has the typical "S" shape shown paper has a limiting capacity for
and the upper region which corresponds to "immobilising" or absorbing ink during the
high ink film thicknesses is normally linear. iipression time. Again they suggested an
Figure 2 shows the second graph. proportion exponential function to give the quantity of
of ink transferred against ink available (y/x ink immobilised per unit area y.
against x). This has a distinct maximum. It ex/b
is this curve which has received most y2  (I - )b
attention in modelling the phenomenon. where the constant b represents the maximum

quantity of ink per- unit area immobilised by
the paper.

Consider next the ink which is not i~mobil-
y ised by the paper, i.e. the free ink film.ISince the total amount of ink available for

transfer, yl, is given by y1 - x, it follows

that the quantity of free ink is given by

yl - Y2 " Walker and Fetsko proposed that

the free ink film splits by a fraction f//which is constant independent of X, so that
the fraction of the free ink film transferred
to the paper will be f'(Yl - Y2)

'

Combining these relationships, it is seen
that the quantity of ink transferred y is

Ink Available (x) given by

YFigure 1 y A[Y2 + f(yl- Y2 )]

x y . (I m e kx) [ - a-xb) b(l - f) + f ]

/I At high ink film thicknesses, i.e. as x + *,

I Y - b(l - f) + fx.

a straight line with intercept b(l - f) and

gradient f.

DEVELOPMENT OF GENERAL MODEL

kAvailable (x) The first assumption to be made here is that
nthe printing plate is capable of immobilising

Figure 2 a small quantity of the ink , say xO . Define
a new variable, z, the maximum amount of ink
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available for transfer to the paper such that. CONTACTAREA-MODELz = x - xo and y1-= z. CNATAE~OESeveral models were tried which have the
ZF1  z necessary properties, defined for-A(z). That

y which gave the best fit to practical data is
based on the -work of Bay7Sung Hsu

1
, who

investigated the 'variation of the area of
Y =y2 +f.(yl-y2 ) contact of paper with the thickness of the

ink film applied. Hsu proposed, that paper
obeys a relationship of the form

'AI i 
z ) -b ' fractional area in contact A n

fractional area untoucned = =

A - fractional area of paper in contact with

in avaae z x -x. the ink
c and n are constants of paper

Figure 3 t - original thickness of the ink film
measured fiom a plane through the tops of the

Suppose the maximum amount of-ink immobilised maximum peaks
by the papei is given by b', as for the
Walker Fetsko model, but that the quantity of From this it follows that the fractional area
ink immobilised by-the paper is given by of paper in ,contact with ink will be

Y2 . A(x x- )b' - A(z).b', "A,- -

where A(x - x0 ) is the fractional area of 1 C
n

paper in contact with the ink and it some as Hsu found this function to give a very good
yet unspecified function of x - xO.  fit to experimental data measured by previous

investigators, the value of n varying between

Now A(z) w A(x - x0) must have the following 1.7 and 2.7 depending on the type of paper.
The problem in this context is how to relate

properties the Ink film thickness below the maximum

As x_ x, A(z) 4 0 plane to the quantity of ink on the printing
plate. It is assumed that the top peaks on

As x . , A(s) -) 1 the paper cannot penetrate the layer of ink

The gradient of A(O) must not exceed unity Cf quantity xO, immobilised by the plate.

and A(z) has the familiar "S" shape. Accordingly the original ink film thickness

Again adopting the Walker Fetsko technique, below the maximum plane will. be z - x -x and

it is Seen that the free ink film is given by the new model for the fractional area of
Y- " Y2 and assuming that a constant fraction contact becomes

"f" of this is transferred to the paper, n
independent of x it follows that the quantity Cs
of ink transferred A(z) -I+Czn

y . Y2  + 'f ' (Yl - Y2) Substituting, into the generalmodel gives
- A(x - xo).b' + f((x - xo - A(x - x 0 )'b') y - Czn • b'(l-f) + f-z

- A(x - Xo)b'(l- f) + f(x -x o ) 
I + Cz

n

or y - A(s) b'(1 - f) + fz and the proportion of ink transferred isgiven byn-

At higher ink film thicknesses x 4 = and A(z) g bczn-l b' (I-f) + f
is defined to approach I giving z I + Cz

n

- b'(l - f) + fz
It follows that at the maximum, the z value
and the area of contact are given by

ISOLATION OF NON-LINEAR EGION zmn . n and A n.,

In order to focus attention on the type of n
function required for the contact area A(z),
it is possible to extract the A(z) trend from BIBLIOGRAPHY
practical data by isolating the non-linear
region of the ink transferred against ink i. o eSs, iAY-SUNG
available- graph (y against x) . It is possi- "Distribution of Depression in Paper
ble to determine for the linear region the Surface A Method of Determination".
gradient, f, and the intercepto b' (1-f), by Brit. J. Appl.Phys., Vol 13, 1962.
a technique such as least squares. It is 2. MANGIN, P J, LYNE, M B, PAGE, D H,
seen that . DEGRACE, J H "Ink Transfer Equations -

A(s) . y Parameter Estimation and Interpretation".APST, Vol 16, 1982.
If such calculations are made for all non-
linear data points then a graph of A(z) 3. WALKER, W C AND FETSKO, J M

against z can be constructed. This will give -A Concept of Ink Transfer in Printing".

the S shape to be modelled by the function Am Ink Maker, 33, No 12, 38, 1955.

A(Z). This curve lends itself to numerical
techniques to determine the function.
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ELECTROTHERM4AL RIBBON PRINTING PROCESS

RICHARD J.CAMERON- AND DAVID N.M.IBRAHMI
Manchester Polytechnic
Chester St
Manchester Ml 5GD UK

Abstract Heat Generation

A mathematical model of the Heat is generated in the ribbon by
electro-thermal ribbon printing process,, 'three distinct mechanisms:
has been developed. The process and the
model are described and some results of i. in the body of the polycarboniate by
the heat-flow calculations are given. Joule heating

Iii. at the contact between the
polycarbonate and the Tungsten contactThe lectr'o-thermal ribbon (ETR)

printing process was developed by IBM iii. at the boundary between the
under the trademark QUIETWRITER. polycarbonate and the aluminium.
The process uses a matrix of dote and is
capable of printing up to 200 characters The last is due to water in the
per second with high quality. Ink on the polycarbonate combining with the
ribbon is heated by heat generated aluminium,'during the sputtering, to
electrically within the ribbon. The current produce a very thin, possibly
enters the ribbon through a set of monomolecular, layer of oxide. A
continuously moving electrodes. The' significant proportion of total heat
paper and ribbon are in contact only for generated is generated in the oxide layer.
about 5 ms. The heat generated flows into This is beneficial to the process because
the ink by conduction, the ink becomes heat is generated close to where it is
sticky with the heat and adheres to the needed, in the ink.
paper forming a black dot. A lot of early
work is described in the IBM Journalof The contact and oxide resistances
Research and Development, Volume 29 behave like Zenner diodes. Their
1985. break-down voltages introduce a• non-linearity into the boundary conditions

The aims of the modelling are to for current t dow.
predict print quality from the material
parameters and to improve control over In order for the process to work the
the electric heating of the ribbon, ink must be subjected to'very rapid

heating which in turn requires at the
Structure nftbbon energy densities in the heated region of

the ribbon must be very high.
The ribbon has three layers, as shown

in Figure 1 and is traversed by an array of During normal operation the
tungsten electrodes each of which is about polyearbonate undergoes a glass
50 microns square with a spacing between transition at about 1IM which reuires
electrodes of50 microns. The the addition of energy. Below 1uc it
polycarbonate gives the ribbon structural behaves like an ordinary resistance which
strength and is doped with carbon black of course varies with temperature. The
to make it electrically conductive. The current voltage characteristic of the
aluminium is sputtered on to the ribbon is shown in Figure 2.
polycarbonate and acts as a return path
for the electric current. The ink is applied
either directly onto the to the aluminium
or on to a very thin release layer.

Electrode

Polycarbonate 15Pm

Aluminium 1000 A ____,_________

Ink () .

Figure 2 Current voltage characteristic of

Figure 1. Structure of the ribbon the ribbon.
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The glass transition stresses thie fim

with the result that the film buckles after LEC.r O .lt
printing and is usable only once. The . 1e
changes in the state of the polycerbonate 100 1o, O loo
and of the ink make it necessary for-the
model to be able to take account of. - -

variationof material p arimeters with
temperature;

aCIeultion,

The current flow in the ribbon is
calculated at the same time as the heat
transousn finite differencesw.th a !
var-a gd. The urrent'within the
polycarbonate obeys the equation

V.oV9 =0

wher6 e pis tie electric potential
and is the electrica conductiiity.

The normal heat conduction equations
are complicated by the glass transition in Figure 4. Heat pattern after 0.Sms
the plyearbonate anamelting of te ink.
Iterative techniques are used to establish
i. the boundary conditions for current flow
at the oxide layer and ii: the regions of the One of the major problems vwith

n modelling printing processes is calibrating
and validating the model. Here, the smell

Typically, currents of 25 mA are used size of the components is compounded by
in theprinting atd,0 characters per the speed of the'processes and the wide

second, giving a potential difference range of temperatures that are involved.
across the ribbon of 7V. FigureS shows Observation of temperature in the ribbon

the pattern of the electric potential i a has only been~ossible by using a special
section across the ribbon below the printing rig ith infra-red microscope
electrode. In Figure 3 the electrode is at observing the surface of the ink.
7V and the aluminium is at ground.
Figure 4 shows the temperature pattern Acknowledgements
after current has flowed in the ribbon for
0.Sms. The ambient temperature is 20C. This work has been carried out as part

It can be seen that the heat is produced of project 2125 of the ESPI T initiative of

largely under the 'footprint! of the the E. We wish to thank our
electrode and that there is little collaborators at Olivetti and AEG
interference betweeen adjacent electrodes. Olympia for their assistance.
Figure 4 also shows clearly the
importance of the aluminium oxide layer
to the heating process.

3-ECT7O % -

Figure 3. Electric potential in the ribbon
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A,categorical approlcl to the semantics and,
implementation of discrete event simulation la' nguges

M, 6aa; M C, Hemnndez, A. d'AnjouF.J. Torrealdes a
Fac. Informlisses UPV/EHU. Aptdo 649,20080 Sas Sebastida;Spain

Abstract: A semantic framework for discrete event laiguages has compofeni and submodels.,Again, the respective behavior functions
been defined and brlt up. Its use as a tool for abstract description can be computeqIscompositions of setnanticfundiions, that is.
and implementation of such languages is sketched. b2 -bosfl~sf2

Semantic'description of discieti.event languages -b3  rsfl~sf2'sf3Objects in the OB, EF, ME5 and REF domains correspond to the

Discrete event languages have been traditionally preserted by specification of exprimenial conditions at the iarious levels of the
means of a series of examples. When needed, a summary account of hierarchy, that alow'the seletionof subsets of the complete behavioir
the inner operation of the simulation mechanism is povided, usually of the system (empty experimental frame). Thi semantic functions
to prevent molel misbehavior due to this very mechanism. On the apply also to them.-
osherhand, peopleplanningtobuildsomespecfinpurpos(restricted Implementation ofthe semantic feamework.
domain) simulator usually must ieason in very primitive terms, for
lack of a proper level of abstraction. In both cases what is mssed is a A concrete specification of the domains and functons involved tnt
semantic context to describe precisely the meaning of the langag6 this category of system, specifications was given-in [1]. TIis
constructs. Given a proper semantic framework, the rigorous and specification can be straightforwardlyimplemented using any object
complete description of the behawor of each language constrct could oriented programming language.'In fact, it has been implemented
be provided or designed in a very compact frm. using'SIMULA.[21

, I
n bnef, domains are implemented as classes

whose bodies realize the emantic functions over their re5iective
The category of system specifications domains. The structure of arrows in'fig.l is implemented, then,

through the class inheritance structure. Finally, the mechanism of
The formal setting we are thinking of is basednipon the formal vrtual function definitions are used to allow-any final system

developments of Zeigler [4]. The hierarchy of system specifications transition functions to be implemented. The, user of - this
originally proposed in [4] can be aisumed as the domains of a implementation of the semantic framework can abstract from any
semantic category whichprovides the meaniIg of discrete event operational consideration and concentrate on the specification of the
languages The structure of such a category is given in fig. I "The earticular mechanics of his language.He does so specifying his
arrows in this figurerepresent two kinds of functions:a'senati (si) lnguage constructs as MDEVS or HDEVS objects.
and behavior (b)-funtio's. Semantic functions 'provide the Our approach dverges from the implementation of the DEVS
snterpreetions of objects ii a domainiasobjects is a lower domain, formalism reported in [5] in the sense that the semantic framework is
Behavior functions,map any other, domain into the distinguished not intended to be a language by itself, but as a mean to concptualize
domain DS, which specifies the collection of traces and stastisacs that and realize more specific languages.
constitutethebehaviorofsystems.So, behavior functions providethe Applications of the semantic'framework
behavior associated with systems specifications. The hierarchy of
system specifications is a hierarchy of operational abstractions and the The framework has already been used to implement a subset of
categuoy of system specifications is the formal interpretation of those RESQ [31, including its hierarchical features. It is also being used as
abstractions, teaching support for a simulation subject. The students use it to

implement a simulator for generaized stochatic Petr Nets, Other
( IEF, HDEVS) b languages, dialects of GPSS and SLAM (including MHEX) are

3b 3 ptnder analysis and semantic specification headed towards their
.3 imlemetation upon the semantic framework. The final goal ios geta collection of languages such' that for each of thim'a rigorous

semantic desription has been worked out, and an implemetation
(MEFMDEVS) \b following it has been realized.

s2 2 Extensions-to the semantic framework

The inclussion whithin the formal framework of concepts relative

(HF. DEVS) b to the graphical presentation of the model's behavior and state could
be of great interest in order to provide the semantics for Ianguages that

if 1  
include animation capabilities.

I I b Semantic specifications of the languages must be independeat of
(GB, lOS) 0 Dthe concrete compstational device (sequential or distributed), they am

operationaly independent. Distrbuted realizaion of the semantics of
the upper semantic domains means the distributed realization of the

figure I The system specification category languages mapped into them. This is obviously independent of the
precise distributed strategy (whether conservative or optimistic). We

Objects in the IOS domain correspond to Input/Output systems also searching in this direction.
whose specification includes their input, state and output spaces, References
along with the transition and output functions. The behavior function III Gralia M. 1989 Una conmbuci6n a la especificaci6n formal de
b0 ofthis dma involves the iterative application of those functions. los lenguajes de smulacs6n discretos Tests Doct. Fac.

Objsts in the DEVS domain correspond to the discrete event Informlsica UPV/EIIU
specifications origsnally proposedby Zeigler. The semantic function t2illemandez M.C., M. Grafa 1991 Implementaci6n de una base
sfj involves the composition of the internal and external transition sena'.ticaoara ienguajes de snaliac6n de sucesos discretos Int
functions with the time. advance function to construct the transition Rep. Far. Informstica UPV/EHU
functionof theequivalent OS objeCti The behavior function b1canbe 13] McNair B.A., Sauer C.H. 1985 Elements of practical
computed as bd0sf 1. terfoimance modelling Prentice lall

i n mp[41 B.P. Zeigler 1976 Theory of Modelling and Simulation Wiley
Objects [ MDEVS and HDEVS dunas correspond, respectively, [5] P. Zeigler 1987 Hierarchical, modular discrete event

to the modular and hierchical specifications. Thetr respective scnansi, modelling in an object oriented envtronmnt Simulation 49(5)
functions sf2 and sf3 provide respectively the mechanisms to couple pp 219-230
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Aprostimiate linea complexi6ty resolution of thre
Satisfiabiity irobletn'via Bolnnain Machines-

A.dAa. M. GrasJ RTczeal&.?MEC. Hr~e
Far. lafbre aUPVIBriU Apcdo 649. 20 SarSw sI*. Sgr-

Boltzuma Machines (EM) so treolnID6o cSsSAkl y (SAT) 4M t dyeddm v m
problem in the propositionral calculus setting. which shows sonme
interesting feartres: resolution time insecsitivigy to clause rope and
size, an d lineatry against ftnrnnberofpvnsr~novd m:3

BM and the SAT proble

BM'sareaelass rcurneiolcmptigmecunmmedm
have been opose originaly in [31.B~s ar defndby giig a
set of~logtral units, &,=esions betweens them and the strength
associated with each connocriOOLCoospsiing in the BM is perforted
through'seareb of the max/min consenisus configbration by the
simulated annealing algorithm. A configuration of thec BM in a Map.
front units to thetr local states. The consenss foncxieta gives a0 .........
consensus value for echrl configuration xihl is computted an the 0 20 40 so so ID) 123
summation of the strengths associated vith-b t et of active
connections in the configuraticn.'A connrectiona in active when the I
statstof all thertnitsaconanected by it aeON. A special kinadof unit. r-glgeI LiraearehavruoftittattNP
the sigmai-pi unit (introduced in [51) sere to model higher order
connecetions between more than tuo units, allowing higher order
expressions for the consensus function. A broad discussion of the so

applcatio of BMs to optinrization. cassificarron and learing can be 5
fo ninili.

On the other andi, the SAT problem is a well known problem in
computer science [2.It can be stated as a particularization of the -
more: general MAX-SAT problem (finding the im-aximum subset of ,, so
classes satisfiable simultaneously), where, the mnaximem seerelted it
the whrole set of causes. Under this interpretation of the SAT problem 3D
we dared to apply BM to its resolution. As already proved by Pinkas
[41. any propositiotnal SAT problero e-in be mapped into a recturrnt
rntal network. He also showedh;cW sigms-pi units can be 109
introduced, reducing the number of hidden units involved. and a 5 6 7
increasing the order of the enrgy function (the consensus function isnjr
BM).

Our approach bar bretn a straighforward one. The clauses have rigur 2 ndcrmdeneOf time foth distbution ofclasesie
heen modelled by variable order (the size of the clause) signua-pi 0
units, and the propositions by corrmon (order two) rirut. We built up rt.nrm nu
a EM to model a given SAT instance, and a maximum consensus 5P25

conIguaton is searched. Thec SAT instance is positively answered
when a configuration in which all the clauses are satisfiedl is reachred. 70
Assa side product, a random troth assignement that satisfies them is
obtained. Th cogatv nwri produced when a number of trials 65(ansealingu) h ave benpfre without success. ± 4 4t

Experiments! results

'Through the experiments reported bere, a quite conservative
annealing schedule has been used, because we were more interested in t
thr cualitaive features of the approach, and it was our intention to 20 25 30 3$ 40 45 50 55 60
factor our the effects of poor annealing ntraregies. This accounts for
the high values of she performance mettle shown in the figures. TheIN
basic perforsacoe metric (timersn the figures) iu the number of trials Figure 3 Issensitivity to the nmber of clauses
in the annealing that reaches a satisfaction configuration for a given
istance. We realized the experiments over nets of 30 instances References
generatedrandomily along some parameters: sire of the clause ln ad
(Uniforl dsrbed2S6),nmeofcass(C ad [I] Aaest Bil.L.. JHi M. Koest Simulated annealn n

ysuero proposibtioss (NP) nubro lues(C n oltzmuann Machines Wiley Chichester 1985
numbr ofpropsitins (P).12) Garay M R.. D.S. Johnson Computers and intractability WJIl

The figures include 95% confidence intervals arid interpolation Free= asiar Francisco 1979
lises. Figure I shows that for clause sires distributed uttiformely up 131 Hlinton G E, TC J Sejnowski, D.H. Ackley Boltzmann
to 7 p rpositions per clause. the lime needied to reach the satisfaction Muchines: constraint satisfacton machines that learn Tech Rep
con figuration grows linearly with the n,.sber of propositions CM U-CS.84-19Camrgie?,tcllonUntv. b aifaiiyo
involved. figure 2 and figure 3 show, respectively, that the time of 141 Pinkas G Energy minimization andthstiiaityo

resolutiss~~~~~ ~~~ it isettv otedssuino luesrsadte o oItonal logic Proc 1990 Consctionist Models Summer
resluton s isenitie t th ditriutin o clusesizs ad te 8ol Morgan Kauffman San Maton CA
numberof clases. 51 Sejnowski T.J. Higher-order Boltzmann Machines in S

Denker (rd) Neural Networks for Computing AlP 1986
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FUNCTION APPROXIMATION ALGORITHMS FOR SYSTEM
SIMULATION AND-MODEWNG "

Z.JACYNO
Depadment of Phsics

Universty of M-o.ec at Montreal ..

P. o-Box 888. S albn A. Monteal P. O.
Canada H3C 3P8

Abstac A method of algorithm development for reformulation for-oi purposes into a more compact
dynam.ical-systems'based on input-and'output sig- matrix form. Real systems and their models when
nals decomoosition with respect to basis in the used in design or simulatiol are subjected tofunctional Hilbert space is proposed A plication of- different kind 6f input signals. They are

the projection theorem -permits the advance eva- deterministic for testing -and, stochastic -in control
luation of the precision error and computing effi- pplictions; The implementation of models onciency of the algorithms. A library of basis allows - o'nputer.requires- a representation of these signals,

for their most suitable choice for a pirticui|fa in numerical'form, meaning their approximation.-We
system, further- enhancing the algorithr-s precision shall considei approximations by a set of lnearly
and efficiency. independent functions 19,()} in the n-dimensional

1. INTRODUCTION, Hbert space L2 (t,,t2) wit'i the inner product
defined over it by -

In the modelling- and- simulation of sy;stems, the
first arising problem is a good comprehension of (9,9-J 9,(t) p,(t)dl. (t)

their qualitative finctionning followed by the quan-
titative description, both- validated With respect to "re L

2 space has the.induced norm
some criteria in-the reference to a real system. As 2 2 "
a result, a mathematical model is obtained which is Ilf(t)]l - ( Q ItO)! dt)2. (2)
then implemented on a computer, most ofte I nowa-
days, a microcomputer. The mathematical mcdel -Any signal x(t) may-then be appioximated by a
must undergo transformations into a "best algo- linear combination of basis ( i)
rithm, meeting the needs and expectations of a x(t)
design or field engineer.

The development of mathenatical models still where
remains a scientific art, relying on accumulated 9 (l) p- [9 ... pj (4)
knowledge in a particular domain. The development is the basis vector, and
of the algorithms, though, may be put into a more aT t ba 1 a2 ... an (5)

defined and generalized framework. The purpose of
this paper is to propose an approach which appears is the vector of approximation coefficients,
promissing in both the efficiency and precision of suitably chosen.
the resulting algorithms. The approximation (3) describes the initial signal

The mathematical model, in order to yield a com- x(t) with some error
puter algorithm, must undergo some mathematical e(t) - x(t) - 5(t), (6)
processing such as time discretizauon, approxi- the value of which may be estimated by the norm
mation of noniinearities, etc. Currently, such pro- (2) applied to (6) The value of the mean square
cessing relies mostly on the use of polynomials and approximation error is
is based on the Weierstrass approximation theorem. Ile(t)lI - Il x(t) - a ri(t)l (7)
It hardly allows for an advance precision or
evaluation, neither does it assure the algorithms' 2 2 n n nlel - I x4 + 7- Za'a (91,9p)- Ja,(x,9,), (8)
convergence. This paper introduces higher order e.$ I .(
approximations by'functions in the Hilbert space, in when properties of the inner product are taken into
conjunction with the projection theorem for account. In short hand matrix notation, (8) is given
evaluation of the approximation precision, by

II. OPTIMAL MEAN SQUARE Iell "Ilxll + (a g'a up) - (x'a 9), (9)
APPROXIMATION USING FUNCTION BASIS or by

lell . Ilx + 9 aaT - xuTa. (10)
The projection theorem, [1, 21, needs In the approximation formula (3), the coefficients a
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may be chsen - provide the best Ill MODELLING AND- SIMOLATION OF DYNAMIC
aporoximationpossible in the bas sl'p. They'must SYSTEMS VIA FUNCTION APPROXIMATION
minimizte-the relation (9), which requiies that the

1 -first variation - Fordynamic systems, input and output signals are

,5llell)J - ~a - 2(x,.p) (11) decomposed with-respect'to the same-set of :basis.
vanishes, !t o&u=s when Both signals and their approximations are related

Oa - B, (12) one-to another through the athei'atical model of a
where, the square.nxn matrix ' has the entries given given system. Consequently, the chbsen-basis should

by represent a'complete and ciosed set-with respect to
(13) mathematical operators of the . model. For linear

systems, these operators are integrators and
and the column nxl vector B, by multipliers by a constant; Mathematical models of

b 1 -. (,~p,).(14)-
Thesedia-of)s t) systemswill be-'refiected 6yrelationships between

The second variationeofd(9) indicates thatthe the input and output approximation coefficient
solution (12) indeed ninmizos the approximation vectors and given by integration matrices and the
error (6) with respecitt6 i smean square value, systems' coefficients only. Such important features

Undor-condition (12) the 'minimal mean square as precision, convergence and efficiency of the
error is then found to be algorithms could-then be 6valuated ,in advance"from

Sle] ,, - 1xll -aTca. (15) an imposed desired value -of the approximation

It steadily, decreases with the increase of the errors.
approximation order, i. e. with the increase of the A library of different types of basis may be const-

dimension of-the coefficient vector. ructed allowing for the most suitable choice for a

Equation (15) may also-6e developed from geome- particular problem. This furthtr and significantly
tric relations between the approximation. error and enhances the efficiency of the algorithms. Indeed,

basis in the Hilbert space. In-order to assure the it has beennoted in litterature, [3], themany fold

minimization of the error, these vectors should be reduction of computing time in certain situations.
orthogonal, Simultaneously, the algorithms' precision may also

(e,9) -0. (16) be increased since the approximation error (7)
This is called- the projection theorem, (1], and it depends upon the choice of basis.

also yields the results given by (12) and (15). IV.CONCLUSIONS
The effects of the projection theorem are shown

in Fig. below, where the approximation of the ramp
function in-term of exponential basis Is Illustrated Theproposed approach of the algorithms' const-

ruction using function approximations offers good
potentials for the increase of their precision and

es efficiency. Function basis, especially those with
0.7 orthogonal or, better still, orthonormal properties,
0so provide promissing new mathematical tools for the

604 computer modelling and simulation of systems.
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ONiTE 0PT~iALALGRTIOM omSmuLATiONMOD ELOFDEDS

Dai,oingliit And-, *ang,Zhengehong,

Beijing institute of InFormation and Control
P.O.Box 342,DBeljng, PRC 100037

sos ~sniainoDDfmlsi oe n rpssAbsirhct-;;1h Apeaper'iries go 'ei p/ore the aAproach to 2. Set Aipronftni~ti Aieuth,(SAA)

im ti. Irs bseideaii to approximnate the optimal pont about DEDS simulation.O~iitagoih
grdually in'thejiadoessiis oflteratfon using-a set caitdf At first a new concept is put forward which is in fact a
seeeral'poiats~bsseadof using- one posint asia coinventional set difidted by i)- Here f stands for object functions f(e)
opsissl technijiues. -Obviouslys, suc/s ' cm fier more and I for the ntsmber of elements in the set fii. The set in
stoch ' aiic errots'caused bys/le ilmulatilon itself than one point consisted of I valuis 'f(0.)-;f(Q) of object funiction on I
can.Ft1 Fallj he ,Pa~er-l;lf se the i/k aorls/im i bypbcal points -e. ..... e,,

DED ein'sI and she riciulfiiho"Wiery satfrfiaCtry. Intuitively a big and heavy jnoving object canno; be in-

Optimleatbin oqf 1SystrmSc Appeoiisttiug same reason that a set consisted ofoecveral values can filter
Al-jorithm(SAA), more stochastic errors caused bysimutation itself-than single

valuec can and; thus corresponding algorithmn willt to lbs *
U~ntroducin optimal p~oint more accuratly and smoothly than ottiirs do.

Discrete-liseof Dynamc Systems (DEDS)ls a inof This in joafthi heuristic isrinciple of the algorithol propo~sed
knof below and so this- algorithm, is called Set

complicated, sstems.' Such systemi as comiiutei networks, Aprxmti(A)agihm
transport'snd manufactory systems arevivid DEDS exam, Until now there is no any general conclution about how
pie 'I glineral Analytical method atnd Simulation method to select 1. to general, the bigger l is, the more accurate the
are two maiin methods to study DEDS(Rifereice I)1-Ieee optimal solution is and corretpondingly the more simulation
onl!y Simulation method is discussed. lime will cost Here exists a trade-off betweeun the accurate

At First the optimal-problem of DEDS simulation dis. and the time. 'This problem is certainly important to -the
cussed in this paper is described. Foe simplicity; the optimal optimal theory of DEDS simulation and worthy esreful 0x.
problem to definecd as: -lsig He_ teprayltI'mlsdmI h ieso

mm f() ( )oftdecision vAriable.
Here f(D)is the object function of the simulation model Belosv SA- algorithm' is described in detail and at first

of-in-dimension decition variable 0= (0_, .. O ) Tit on. same denotationls miust be defined:
ly liler running the simulation model in computer that themi ijmnfv.40i (2)
value olf (0)can be obtained. The object of problem (-' ) is(21
to select suitable parameters' Wand reach' the minimuih of ma Ti1 atnaPeA-,fl (2.2)
f(0) Problem (- )is the simplest-f-oem of'bll'optimitl prab. di mitx4'f)-min,1tf) (2,3)
lems. As for other formssof oplimalgproblems of DEDS such And then defining e 'relatived to min tij) as &., and
as the problems with constrained conditions, further re. mtanf aip sO-,~ 0_.heee is also called thec 'worst' point
search is needed although the principle of the algorithm dis. in 1iis It will be replaced by better one according to the
cussed here will be useful, aloihm The improvement of the relation between the set

Up to now, there are no any matare methods which can and the optimal point will guarantee the algorithm to reach
moanipulate optimal problem ( - ) easily. In generalseversl the optinmal poist- gradually. The valise ofr1t15) itas the
-reasons listed below hiinder the development of optimal stopping criterion of the algorithm. When its value is very
techniques about DEDS simulation, small that also means that the value of tax .fi-) nears

(1). The ObJict ASf ) usually cannot be manlfisted min -it)~ closely, at this time it can be raid that the
analytically and ewen no consice and beautifil niodels to des. algorithm has already gotten satisfactory results,
cribe DEDS now, So it ie difficult so tudy DEDS theoreically SA algorithm can be described as below:
and there are almost no any general conclusions on DEDS i1). Initialize the set ID .+ and letk-1;
iisulaion. 3

(2). Because the values ofRO0) obtained are simulation 2)1 Let 'I'") suj'fsY
results of some random variable ,,gnCslons and which errors 3). the ;(~~ 5,/et op else goto 2).
cannot be neglected. It is ass probable so use conventional (end of algorithm)
non-linear prog~ramming techniques on D)EDS In the algorithm, e is a positive constant, t; is the map
directly(Refirence 4,S), from R! to RW. This map should guarantee the behavior of

(3).1It i rather difficult to compute the gradient values of 41) i s better th an that o f fijs. Th at ins ju st the eond itio n be-
,K, In DEDS simulation. In one hand a large namber of low:
Xeisulaion tliie Is needed(etpecially fir complicated multi-va. mm nfq)<min fi't1 (2.4)
riable systems) and on the other hand she values of gradent orIbVsc /f 25
90s in Simulation Usually have big errors, So the Infoirmationord i<Vp(25
about gradients which plays an important role in conventional In general the key to construct one saccesal algorithm
Optimal process cannot be simply used in DEDS simulation in to construct suitable map thst will be discussed below,
areas. The most important element in map of SA algorithm is

In spite of the obstacles mentioned above, becaute of how so gel a. new point from previous nets. Recently a new
th importance of the optimal techniquet of DElIS approach proposed by Y.C.Ho et at. put forward a conve.

simulation, many researchers have already done a lot at mnsn and face-to-simulation way that is called Perturbatton
work and made much progress although it still hus very tong Ainulysis (PA)nsethod. Its main advantage is to be able to get
way so go to be able to call them practicat(Reference the gradient of Performance Measure of the system with re.
2,3,6,71 spect to parameter using only one Monte-Carlo expert.

meat. Although PA method is not well-developed now and
still needs a lot of work to do, the SA algorithm proposed
here wilt use PA method to look for the search direction to
tnew point (Reference 8,9,10)
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'Mapis is cons tneted at beow pseuido-iadom, nuimbr geeasae ce andh saint
At firs obtaiing ireA ontunP method, he psu-ra dom nurabesiearetuted. So there are enough

"eting f(e)by silmu'to. This timethere w6ill oceur oi of reasons to belive that thi differencesof anj be~l aai
thre~e sslisted below.,- caused bythe difference of system design instead of expert-

~I)f(O)rmri~f)(26) iiieital-condition.Method-2,try to dynamically update the
~ (2.7 -syselis ~rameers i the roeofsimulation. So the ran-

3)f(~ma~iJ (28) doi.sees used in each iteration is one section of a long
3A a go wi j) Q ,8 stochan.ic series. This method is especially suitable for

§A algoritiirilacc 8.,.(worstrsoint),with e- on-line simnulation.
- (better on cai eae )or 2)occurs'and other components iel In lceipsrimeot, the. simulation model is written in
maincimstant,fil) it constructsed and-theni obviously it- GPSS F simulation lnsae ad rn i

wilsatsfyondtio(2.~r(.S)IBM;-PC/AT(Rferene 11,12)
Dutt te vlueof (0'go insimlaton navidale After analyzing the results of ihe- experiments, it is

his error, it maybt'caisse the failiir of the algorithm, 'For showed that the results obtained by SA algorithm are nearer
example, the aimslation'valuo of f(e6)is probably much lees the optimal point than those by method -3. Moreojier from
than real cisunterpart arid maybe even lessethan' accurate the enperimentis, it is showed that in the neighbor areas of

optimal iisltion of f(O') If the occirence oif-such cases in, the optimal points, the optimal sproceses using method 3 are

se lJ t's ljss thanm f6) ifer'Nthlterati6ii.At this time- piintt smoothly. apoiaeota
oVily,11'(2 8)isoeeubred and the atIg'o'ithm cantno t pr ,o ,ced

ifact tothe optimnal p'int_ So shereal isptiniat solution 4.Coneluslon and Future tluelopimetnti
cannsot b obtained.: In thi boeirati~n of SA algorithmn, m'o6re P
simulation length and time are' tsed to dciiasii the This paper proposcd a tew heuristic algorithm which is
ocuroi-ie of nsh poor cases and thus the probabliti of the specifically designedts DEDS simulation. The algorithm is

failure of list algorithm is much lest. called SeitAppioxirnatting fSA )algorithm. Is is revealed that

sTbe t shs catrinhoen effecorth ialof this method can gelb etter optimal results than some other
i sutabe, o te simiulation, which andecr'easetiefeto succeissful algorithms. ,I

A random efors iaherently~wilh the simulation, '- In the fiusure, some further, research work Is ,needed

kCiai zy such - as to theorize the 'SA algorithm and improve -the
algorithm- itself, ad'apply the SA algorithm to more real

tie, effect -ofSA algorithsm is stestificd, on a typical complicated DEDS and'so on.
DEDS(liiin iimblks ysteex Reference

Thi asiimbl ' system is enpressed in figure be Sw. 1. Y.C.Ho(Editor) SPEEDS--A- New Techniques of
Workstation the Analysis and Optimization. of, Queueing Networks,

Report N6.67S,feb. 1983.
2. F.Aeadivar and Y.H:.ee (1988) optimization of

C Ba rllts Discrete Variable Stochastic Systecms by Computer

c Simulation, Mathematics and Computers in Simulation 30,
331-345.

3. Azadivar,F. and Tnllavage,l. (1980) optimization of
workstation Sto-chastic Simulation Mdels, Mathematics and Compua.

Assumming te niumber of workstnsion$ in system is tion iiiSimulalion XXI, 231-241,
two, the,,set-vice times of workstations are subject to' 4. Avricl,M.(197S) Non-linear Pkogramming: Analysis

exponential- distribution and thei mean arsice time are and Methods, Prentice-Hall, Englewood Cliffs, New Jersey.
respevfively QandO,, the number of pallets in the system is 5, Deng,Ntang,Compulation methods of non-con*
eight. And there is a buffer behind the workstation, I which strained optimization problem, Senece press,P.R.China.
item is two. In any time, the number of parts processed in 6. M.X.Mckeion (1987) optimization in Simulation; A
system is constant(-$) 'Surveynt Recent Results, Proceedings of the 1987 Winter

The object function of the system is defited as Simulation Conference,
ft~e(T~N~l-~ci6s)7. Glynn,P. E. (1986), Stochastic Approximation for

HereT~T~,O~t th ofthe imultio tim at Monte-Carlo optimization, Proceedings of the 1916 Winter
Heel-Ta,, is e1-hth othsiuaonimat Simulation Confereice, 356-369.

each iteration, N is the number of parts processed in the pe- S. R.Sury (1909) Perturuation Analysis. The State of
riod of time T. e., c,, care constant numbers relative to she the Art and Research tsacas Explained via thet (31/ Gil1
east of the system, here let ecg' I and c. - c,;- c, Queue. Proceedings of the IEEE, Vol.77,No.l -

T/N in the object function sitthe average processing 9. R.Sury (19S7) lofiniesmmal Peturbation Anatysis
times of each pact through the~assembty system. It is required for DEDSs, Journal of the ACM, Vol.14, No.3. 686-717.
that the less the better And WE(/Ylis the costs of the system 10. Y.C.Ho (19871 Pertormane Evaluation aind
itselflifor simplify oiily thu costa of workstations are 6onsid- Perturbation Analysis tofDEOSs, IEEE Transactions on
ered) ,also thu less the beter obviously. So there exists a Automsatic Cdntrol, Vol. AC-32, No.7.
trade-off betywcen the efficacy and cost. For example, when 11. B.Sehiidt. GPSS-Fortran, John Wileysono.
01 (i - 1,2)is smaller then T/ N is also smaller but this time 12. J.O.Herikson-State-of-the-ait GPSS.

more cost is required and vice-versa. The aim of system 13. R.Sury and Y.T,Leuisg (1989) Single Run
optimization in then to chose suitable parameter optimization of Discrete Evens Simulations--An Empirical

Sand e,*miimize the object tilnction f. Study Using the M / M / I QOute lE Transsactions, Vol 21,
Jicaus the system above has no analytical optimal so- No.1,35-49.

lation, here one method which hats atredy experimented 14. R.Sury and Y.T.Leung (1987) Single Run
successfully by Professor R.Sury et at (Sec Reference 13,14) optimization of a SIMAN Model for Clused Loop Flexible
is applied to compare with the-results obtained by SA Assembly Systems. Proceedings of the 1987 Winter
alaorithm, this method is called method 3 here. th A Simulation Conference, 738-748.

By- using- different sample of random serice sA
algorithmn can be divided into two auber-methods. Method I
uses a variance reduction teelinique(CRtN So the tame
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daring the decision piocess or who are to ar certain extent familiar

AhIdig with mathematical expression. However, little work has been done to
This paper presents the conceptual design ofan intelligent interface to esiablish'a complet ihodelling framework, which incorpotites the
numerical simulation, which dials with the modelling of problems compreheition levels of all potential users, from engineers with no
descnbed by partial differental'equvttons,(PDEs), The complete umerical or mathematical knowtedge. i n c a
modelling prcss from a gihen real (void problem;to a simulation spialistu n a
code is analysed ad three intermd ateriodels are extiacted. These
mndels correspon to cngri'ering mathemnatical and numerical This paper addresses the conceptual design of a srophisticatid tool for
representations of theproblem. The system strcturemoorates an numerical modelling ,Specifically, it is concerned with the modellingentry level for each model and provides iransformattons between of problems which can be deicribed mathematically by a set of
them This alows sto specify te problem in the teiminology of PDEs, These include beat transfer, fluid dynamics, structural
themodel most suitable to their own experthe. A frame based analysis and electric field analysts problems. The complete modelling
approach to knowledge rresentation reflects the hierai nate process, from a given real world problem to the final simulation code,
of domain knowledge. Concepts which form the building blocks of is examined, and three intermediate conceptual models are isolated'
each model are stored as frames in three knowledge bases. Model Each model can be considei'ed as a valid description of the problem
transformations are achieved by accessing localhsed rule bases bound from the perspective of the ,engineeer the mathematician or the
to each rawe, numerical analyst. A complete modelling tool should incorporateeach model as a possible input level. The paper discusses how each

model can he represented in a simulation modelling system, and how
I., Introduction transformations between models can provide expert guidance to the

user through the intermediate models to the final code. Thus, a
modelling tool which reduces conceptual distance and guides the

Numerical simulation has become a very important and powerful sac o h etmdli rpsd

techntique for scientific experimentation and design. As well as
numerical analysts, many diTerent kinds ofpeople, includin design The remainder of this paper is outulned as follows
engiiecers, expcnmental physicists and applied mathematicians can Sectioa 2 discusses the conceptual models between a real-world
find use for it in theireveryday work. With the increasing availability problem and simulation code, and based on this, an overall system
of wserful computer resources, there is a genuine need to provide architecture is outlined A knowledge ontology by which the

concptual models can be realised is described in Section 3. Section
numercal tsmuolationsoftware tools which can facilitate these 4 discusses inference and model transformation and finally, the
potential users. curren! status of a prototype system which implements the above

To design such a tool. the issue of model comprehension must be piopo$sis reportcd
addressed, It is essential to cater for how users think about and
express their problems. Existing numerical simulationpackages such
as DEQSOL (Umetani et al. 1985, Kon'no er al. 1986), ELLPACK 2. Solution Persnecteves- for Numerical Simulation
[Rice-19851 and FIDISOL [Schonauer.and Schnepf, 1987). have
greatly reduced the effort demanded by numerical simulation, 21 ,UserGrounClassification
compared with direct coding in FORTRAN or C. by providing high.
level programming languages or drivers of susroutine libraries, Potentially, numenal simulation may be of intetest to three different
HoweverI without the prereqi.ite knowledge from the mathematical user groups, numcunaii analysis, mathemainians and engineers. Each
and numrichal analysis didains, the use of these software tools can of these groups has different motivations for using simulation, has
be formidably difficit In other words, there is still a considerable different expertise levels And has different requirements of the
com eptual gap LIstween the input level of these pac.kges and the simulation results. Design 01 any potential modelling environment for
understanding of a large proportion of potential users. Also, while numenr.ci simulation therefore, should plai.e emphases on tntegrating
offering quite a lot of exihility to the knowledgeabe uses, t ey fail these various perspectuves and trying to develop s system hat allows
to piovide sufficient gaidiice to the nonexpert towards finding the exploitation by all user groups.
beat model, from a potentially large space of peissibilitles.

22 U1ser Groun Rtauremems.
Several research projects are investigating the application of Al
techniques to the area of numerical simulation. The Numenail The primary ,omnm of the numerical analyst is the development of
Algorithms Group (NAG) [Chelsoni ei al . 19901 is developing strong numenial algonthms to deal with diffi.ult numer.al propertes
knowledge-assisted numerial routine cl ion tools for the diverso of the system of cquauons being analysed. A modeling tool for this
NAG FORTRAN library, The EVE system is aimed as type of user should remove the arduous task of coding, while still
mathematicians [Barmas e atl 19901 and enables users to c reate PDEs offering the flexibility to .hoose or crcate algorithms and modidy
from pee-defined prinmitive masmteaiical components. Another system important parameters. Mathemai.ans am interested mainly in the
which makes use of PDEs as the interfa;e level was reported by properties of the equations themselves, and may not be famsliat with
,Ruaso et al 1987], in which some of the numerical stability and the techniques used to simulate the solution. These users will expeci
efficiency .onstraints are taken into accoutm. These projccs mainly flexibility in specifying mathematical pioblems Enginnis and
aim at users who am knowledgeable enough to make the right c.hoies screnusts am c.noicrn-d with the modelling of physicaI problems
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Figure 1 Modelling Perspectives of Real-World Problems
mnay be defined as slot variables within each frame or more geerally
as functions Of slot variables. Moreover. structural information is

bat mayhnot be aware of the uodcrlying mathematical formulation, stcred through hierarchical links between these frames,
Ths there are three conceptual levels of understanding,
corresponding to the levels of exptertise of the different user groups. aint CMMaijnh
A real world problem may be modelled from an engtneering,
mathematical or numerical perspective (sre Figure 1) In fact, these 71=e types of links are found so be of use in the knowledge bases.

pespcisrepresent the stages thirought which that problem mutt be namely. saxonomiclinks. component links and possible component
rm~d befr it ff .can be simulated on compater, links. f atrtwo am different types of substructure links.

- 2 3 A modeltinp environment for numeical jMui~lia (i) Taxonomiclinkis
Domain concepts fall naturally into categories or classes. For

Figure 2illustrates apractical proposal ofansystems architecture which example, while there are many types of PD~s. all PD~s can be
provides a modelling environment suitable for numerical analysts, expected to share some common features.-Is makes sense to defuse a
mathematicians and engineer. The system structure is based on the superlass of PDEs and allow all -PDEa to inherit common

cocpta levels outlined above. Three representations are allowed, infoersation from this superclass. Taxonomic links, therefore, allow,
refree tos a physical model, a mathematical model, and'a for an efficient storing of infomation,

numerical nmodel, if the user is a numerical analyst. the input is a
numerical model in the form of a set of numerical algorithms to be (ii) CQfl dei~jk
solved by a numerical simulation engine, if the- user is a
mathematician; the input consistsof a mathematical relimentatono5f a Component links rexpress the asual component relationshipS, for

PEbased problem. The system bus an incorporated knowledge example, a region must always consist of anumber of boundris
base (KB)of numerical eupertise which automnatically transformst this
masthematical model representation to a suitable niumerical model (iii) Psil onnn ik
capable of being solved by the numerical simulation engine. If the
user is an engineer, she inpat consists of a physical model Posaibl, compcmei links enpress ihat it makes sense. is a pamAs~ular
representation which must be brought through a two stage model, for a sertais ntity io be a component of another entity For
transformation using the expertise of bath mathematicians and exiample, a source term, may be a c~omponent of a heat equation, bat
numerical analyats in two knowledge basea. this in not always the case. and depends on the particular problem

being modelled. These links play an easential rote in inference, by
3. Knowledge Rerm-serision restricting the searchs space during model trasformation.

This section presents a knowledge ontology by which the conceptual 32 ?The Knowledge BMse
models of the previous section are described. The issue is to rand an
appoprate interas repiu:sentation of domain knowledge, so thai Each knowledge base is now described in more detail
moel etre,,d by the usrcan be checked for consistency and
transformations to lower level models can be obtained. A frame. (i) EbskguJm
based approach to knowledge representation provides the most
natural solution [Tello 19901. Three knowledge bases, the Physical Figure 3 shows pass od the hieramlhy of ihe Physical KB Frames
KB, Nathemsacat KB anid Nsumerical KB. hold a epresentivi of represcnic nglseeiL1g~unccpisanderminology There arefivemramn
the problem domain frsou the perspective of the corresponding model. classes. aaiatly. phyascol iegiun.physical boundary, p/iy-.al

Coaepral niiieswbah form she basic. building blocks. of any boundary ."onditsn, phiiyal phenomenon and geometry Thj particular model are stored as framecs in each knowledge bass Eads boundasy condition fiamos uorrcspund is, engineernq descrsptioas of
eniyhas a nubrof attributes assocated with it. These boundary jondistons. for example, inflow or outflow in fluid flow
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sFigure3 .Physial:KB' Figure 5 Numerical-KB

problems, or fixed temperature in heat trasfer problcmus. The dependence a class to deal with non-lineariy anda class of iversion
physical region fiame contains a matenial slot corresponding to the algonthms which solve the discretised equations. A numerical
material of which the region is composed. The physical phenomenon" scheme, that is. a complete numerical method to solve a partcular"
fiame contains a slot for initial condtinos "" PDE problem. may possihly consist of algorithms from each of these

(h) athearlel KBctasscs (sec Figure 5).

To generate a model corresponding to a paricular" prohlem. the
All information corresponding to the representation and stracture of appropriate frames are chosen from Ihe corresponding KB, an'd
PDE prohlems is contained in this KB, Classes inchade PDE group. instantiated as components of the model Slots is the frame mutt he
PDE. Term and Variable, Many physical phenomena, such as finid filled aecording to problem data. In the nest secion. the process of
flow or structural analysis, can he descrihed hy a particular set of transformation from a given model saput io other lower level modelIs,

S PDEt. Thei ¢ sets'are stored as subclasses of PDE grdup. isdscussed.
S Substrocture links, to PDEs, terms and variables, follow in thenatural way, it should e noted that the suh]tricture links are

possible component links. Depending on the particlar prohlem, ,' Model Transformsationis

• some, but not necessarily all of these links, will he instantiated in the-actual mathematical model, e g, time' terms arc icladed oly if the 4Bs
prohlem is transient. Fgare 4 shows part of the KB corresponding

to the Nasser Stokeu equation group. In order to obtain a lower level model from a high level model. iii
neessary to provide bridget btween concepts in different knowledge
bases. These bridges are realised through Iocalised role bases bound
to each frame definiton in each knowledge base. The rule base

s taisiaaaeat - contains the conditions under which the frame should he instantiated
s5~uo, , as pars of the model. Antecedents of each role relate to characteristicsrof the prvions model. For example. the role bate hound to theigup 1icaecnon term in the Mathematical KB may contain the role

problems, oo fx tpelet number is not negligible TEN select advecsion ternmateril of w i. ah -- The peler number i s a function of atmbutes of the physical region
(b)such an material ad dimensions. Functions to enleulate such

o gcharacteristi valuec are bound to the frame defintions in the

All Ifraincr42 Inferenre Mechanism

u'"" Ae~eThe primaty goal daring model transforoatio is to find a lower Ievel
Sroblemm i.hB i representation of the given high level model. Subsitheture links in the

f s in te adg base corresponding to the lower level model, rovide
Sbtcubgoals to the primary goal. For eample, one ubgoa/in the

. pysial t mahemtzca moetransformatio is no generate a POP.

natural w It achieve bhis, noted f subgoal of generating the PDE
Figure 4 Mathematical KB component terms arises. The possible component lnks reatit the

apace of possbinisica for this subgoal By evaluating the roles in the

rule base boand to each possible term, the selected terms are
(iii) atem a l model in the mathematical model and component links are

problm is traNumerical KB represent the basic numerical algoithms
from which a simulation code can he generated. Note that these are 4a3 phvlai so Mahe veal Model transformation
not the algorithtso themselves, bat rather repreientations which bold
easential mfomation abut iheir selection and use. The diretisaiton in general here is a one toone otrespondcans e between hyas.al
echrque may be fined . say, the Fimte Elemes Method, ahhoag. modelo.cot i ts and mathemate modeiconcepts e g onePDE srui

if the salauion engine .an cope wih different techniques, phen t oe des tebes one partcela t phyaical phenomenon Generating the
knowledge base should be espanded so inslude ihese. Algorithms ar mathematinal model then follows the nfeienti method u tlined
organised into classes according to ten puipos in the sim tion above. It is also necessary to link materale names from the physial
t eode. Thus, there is a class of algorithms to deal wih tme- model with numerical talues of sonstants m the mathematical mli
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Aj mueilpsprssdraabpoie h rma7y relationship bases. Transforimaionis may jiieite more tha one possible model.
betweenal wth &s ecupiive e ZUnenn mtiate(g. copper. in which case the user makes the final decision. Guidance is offered

air)~ardth' pecis nuerial ropetyavales e~g. coper by atig eahpossibility according to predicted accuracy as well as
conductivity 400,W/m K).Y

Tate authors believe that the pmpbisei system forais the basis of a
44 sr~niiiat o umeiclodel transfoiiiiation totally integretddprobleir solving environment. However norder to

realise a truly powerful system. the next-stage must include intensive
in the mathematical so numerical model traniforimation;derislons are knowledge acquisition, in order to develop rales that can deal with the
closely inter-related and cannot bernade insa simple serial fashion. complexities of real world problerns.
For examrple, if the inversioni algorithinii ali~ays choisen txefore the
timilgorirhmn. and the tinie algorithm~ is alswayichoiin before'the
non-linear algorithm,. it mity bi'impbissible to 'decidoithe* best- Acknowledements.
combination of algorithms. To cope with this difficulty, ife inferene
mechanism in allowed to leave a 'numbir of possihilities at each The authors would like to express their apprecition to Dr. LB

dision'stage Thms a solution 'space of all reasonable algorithm Crimson aiii Professor*1.G. Byirec of Tinity College, Dublin for
combinatioins is generated;-An this contehi the local rules itb 1 their advice and encouragement We would also like to thank N
eliminate bad selections, rather than select the best candidate. Each Haiaoka. Hlitachi Dublin Laboratory, for his helpful comments.
branch'of the solution apace reprsems'one~possible numjicial

An appropriate spatial mesh and possibly.a time step tmuss also he (Barras elial. 1990] Barras. P., Blunm, I1 , Panmer. J.C, Witrmiki,
derived, One approach is to select the spatial mesh froin a fixed, P-and Rechenusan, F "EVE. An Object-Centred Knowledge-Based
faily. parametetired by 'a vaitable represenig the mesh stie. The PDE Salver", In Proceeding of the Second International Conference
issue of selecting mesh 'arid time cstep then becomes' one of on Expert Systems: for Numerical Comparing. Purdue University.
optimination, choosing the best mesh nice and time step according so USA. 1990,
accuracy. stability and efficrencycrteria. Each solutton branch is, [Chelsom et al 1990] Chelsom.I., Corsar. D and Reid, I
eased according to these criteeti~but the final choice is left to the user. "Numerical and Statistical Knowledge-Based Front-cads, Research

and Des-elopractt at NAG". In Proceeding of the Second iraernational
4.5 Creantion of Numerical SilljjiMttn od Conference on Expert Systems for Nwne, lcal Comparing, Pirdue

- Unrvarsityi USA. 1990,
A numerical model contains sufficient information to generate the (Konno, et'l .19861 Kon'no,- C , Sap,. M , Sagawa , N and
simulatton'code. Local cede generation procedures are bound to each Umetani. Y. "~Advanced Implicit Striation Function of DEQSOL and
algorihm frameusnthe Numierical KB, ard aglobal pirocedure criutrols its Evalnation'.' In-Proceedings ,of IEEE, Fall Joint -Computer
how each parr in entered into a code template. These procedures can Conference, pp.1026-1033, Dallas, USA, 1986
be tailored depending on the particular simulation code required., -In a [Rice 19851 Rice, I R, ELLPACK An Evolving Problem Solvineprototype system, the DEQSOL simulation code in generatcd. This Environment for Software Computing" In Pros, of JFIPTC2, WG
only'requires msnipulation of the mathematical represnuatiotiof the 2.5 Working Coriference on Problem Solving Environments for
problem,, for examkple., the EXPLICIT algorithm fritme contains a Scientific Ccmparing. pp. 233-245. 1985.
procedure which replaces the ohjcts variable in each differenrial (Russo et al 19871 RussoM.. Peskin, R . Kowvalski. A. 'A prolog-
operator with the vani~tle which holds the old value (e.g. replace based expert system for modeling with ptrtial differenial equations"
divik grad UJ with divik grad U0]) In Simulation, Vol 49, No 4; pp.150.158, 1987.

(Schonaser and Schnepf. 1987) Schoraner. W. and Schnepf, E.
"Software Consideratioins for 'Black lion' Solver FIDISOL for

5. Implementation and Current-Status Partial Differential Ecquations". In ACMTrans. on Mrtdr Soft, Vol
- - 13. No. 4. pp. 233-245, 1987.

A first prototype of the proposed system has been implemented on a [Tello 19901 Tello.'E R 7Ohjesl Oriented Programming inArtificial
Macitosh using Object Lisp, an object-oriented exrension to Intelligence". Addison-Wesley. New York. 1990,
Common Lisp. -The? final output of this system is a Finite Element (Unietant et al. 1985] Umetani, Y et al, "DEQSOL A numerical
simulntionr-,,d in the syntax of DEQSOL Currently only a physical Simulation for Vector/Parallel Processors" In Proc of IFIPTC2,
model enuy level has been implemented and the user enters the model WG 2.5 IVorking Conference on Problem Solving Environments for
through a graphical interface. $cienri(Ic Coograsing, pp. 147-164. 1985.
The knowledge bates arelimited:so steady state and transient
problems in the heat transfer and fluid domains, with several typical
algorithmis provided. Only two-dimensional geomretries, with straight
line bounries are, allowed.,

The complete modellingproceus involved in tranformuing a real world
problem into a form sulttble'for numerical simulation, has been
analysid and on this 'bathi;,three conceptual models (physical
mathemiatical and numerical models), correnjionding to the different
levels of expertise -ex~cd of differi nt typet of users, have been
identified, A system, based on ie conceptual models, in which
each type of tinef can' express she, problerfi usifig familiar
terminology, has been proposed. To realise thin system, a frame-
based knowledge represenratiorn apprtxtchjss been adocpierd. Domaxin
concepts which form the building blocks of each model have beea
isolated and represented as frames. Foesa particular piroblem, each
model is instantiated from a knowledgo base. konsuting of these
framer concepts, stored insa hierarchy. Ilierarchical links express the
intrinsic structures which arty, validl m'odel mttn obey.
Transformations between mixelr am achieved slikough localised rale
banes, which formn bridgest kivctin concejit is different knowledge
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A evaluation tool, several uses: it givesa theoretical measure of parallelism
for against which particular implementations ken be gauged;

CCND language and it provides information for programrs on the rela
applications .tive merits of varionslrogramming technqu he

.

For typical Computer Science application areas, such as
Rajiv Tr'eha matrix multiplicatidi, it is often possible to obtain theo-

retical measures for the inherent parallelism, However, for
Information Systems Laboratory Al type problers the parallelism depends on several fac-

Toshiba Research and Development Center tors, such as data structfires (knowledge iepreentation),
Toshiba Corporation, inference mechanisrmsand irregular search-spaes. Thc-

1 Komukai Tchiba-cho, Saiwal-ku irregular nature of Alproblems makes a theoretical mea-
Ka'wasaki-shi, Ksgang a 210, Japan. - sureofrpallelism, difficult. Anothe- appioachto obtain-

ing mrasures'of inherent parallelisi for both regular and,
irregular problems is to simulate the computation on anAbstract infinite processor model. The siniulated processor utilisa-
!tion gives a measure of the inherent parallelism. It is thisCurrently, the language -and execution models being second approach we adopt in this work. To obtain a mea-

adopted for the .Committed Choice Non-deterministic s
(CCND) languages are settling down to subsets of the sure of the inherent parallelism available in program exe-
possible models. In general the subietsbeing adopted are auion we adopt a breadth-first execution model assuming

governed by implementation issues rather than-applicg- amer of processors.tion requirements. To give an applications perspective on We first consider current models of execution and-thealtrnative execution gidelanguage models we develop a parameters collected during prograr execution and dis-
new evaluation system. Theusnstem allows to cvsider cuss their limitations in measuring inherent parallelism.
new ev alcation stehe sstem aowsst o onsidger The limitations highlighted are then addressed in two re-
how an application behaves on alternative language andw
execution models. Hence providing some applications ra- spects. Firstly, we develop aucw system which allows
tionale for the design and implementation alternatives for us to more accurately me-0ur the inherentr parallelism in
this class of languages, the execution of a program. Secondly, we consider possible

alternatives open to language implementors,or instance
different scheduling policies. This provides the basis for a

1 Introduction set ofparameters which can be used to indicate the relative
merits of-the alternatives. The measurement of the pro-

Currently the language and execution models, being posed parameters is carried out for one CCND language,
8cplored for the Committed Choice Non-Deterministic Parlog (5]. We then present a profiling tool, developed'
(CCND) logic languages [10] [171 [5] are settling down to a to graphically display profiles of the various proposed pa-
subset of the possible models. For example, the language rameters over time (cycles). Evaluations using this tool
executions are being restricted to only investigate clauses are given for a small set of simple example programs and
sequentially. In general the subsets being considered are the results analysed, Finally we consider limitationsuf the
governed by implementation issues rather than applica- system and areas of future-work.
tion requirements. To give an applications perspective on
alternative execution and language models we develop a
new evaluation system. The system allows us to consider 2 Current measurements and
how an application behaves on alternative language and their limitations
execution models. Hence providing some applications ra.
tionale for the design and implementatiofi alternatives for The evaluation/comparison of application level programs
this class of languages, tends to be based on course grained metrics/parameters,

The execution alternatives considered are for the entire like logical inferences for Prolog [20]. For the CCND Ian-
class of CCND languages, rather than any given subset, guages three parameters are usually quoted when com-
and represent extremes in the implementation options, for paring applications, namely cycles, suspensions and re-
instance the alternatives f6r scheduling are busy and non- ductions [10] [11] [8] In general these parameters appear
busy waiting. Of courr.s this approach allows us to also to be collected using interpreters on top of Prolog [10] [5]
compare given sabsets of the CCND languages, like flat [12], although they could be collected using compilers [5]
guards [7], [3]. To compare alternative language and ex- [18] [9] or abstract machine emulators [1] [2] [6] [19].
ecution models we propose an extended set of evaluation The evaluation/comparison also tends to be based on
parameters,,which rationalise currently accepted parame- the inherent parallelism available at the applications level

,ters for evaluating various sub-classes of the CCND lan- [10] [11] [8]. This is obtained by using a breadth-first eval-
guages. uation model assuming an infinite number of processes.

As with current evaluation s)stems we attempt to mea- There are two main limitations with the current parame
sure the inherent parallelism available in the evaluation ters. Firstly, the actual evaluation models employed make
of programs. A measure of the inherent parallelism has several.approximations to a full breadth-first evaluation
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*,the AND-parallel goals are repiesented as a list of 2.2 Reductions,
goals to be evaluated; The redilctions parametir attempts to measure the corn-

" as each goal is reduced, the resulting body goals are s e e b - i - I q
added to the goal list and any appropriate'bindings Inigifrmt the yste m in olvn auery,

are made; which indic'at s the number of pare golealuationshtnre made; . k.pa.
" variable bindings are produced in the order that the that can take place.

,goals ar2e valuated- The first limitation is that current interpreters try eval-uaig h alte -atives fra vnpeia o-on
" -gurded goal aie evaluated, ii -a siigle reduction ting the predicate top-down,

which iiur i6 cycle oiaeiheads; . . . committing to the firstclause.whoee liuared goals suc-

0-tli ierpretes make S'ndistinction bitween iuspen- ceed. Therefore reductions canlonly be counted for the
clauses that have beenatempted. Hence the reduction

sion and failure of4giiarded goals; n te mted. H cle

* the interpreters model OR-parallelism b'y backtrack- count depends on the clause order.

ing through alternative clauses; and Another problem occurs if agoal evaluation fails, it is re-

* the first textual clause in a predicate %hose guarded scheduled and may be re-attempted (i4fthe'computation

goals succeed is committed to. goes on for further cycles before deadlocking). The re-
evaluation of failed goals may introduce erroneous statis-
tics into the reduction count.

The second is that the inherent parallelism depends on Finally, the evaluation of system calls, supported by
choices Iniade about'scheduling, guard termination and calls t6 the underlying'Prolog, are notaccounted for.

suspension 'mechanism, however, the ffect'of these al- These do contribute to theoverall work done in evaluat-

teinatives'ari not considered or reflected in the current ing progian. By ignoring their contribution the compar-
evaluation parametersi. ison of programming techniques which make use of system

In thef'ollowing sub-section we consider how the approx- primitives can be misleading.

imations to a breadth-first model may introduce erroneous
data into our evaluation parameters. We then develop an 2.3 Suspensions
improved system which addresses these execition limita- The suspensions parameter attempts to count the num-
ton. Finally, we propose and collect an extended set of he suspend ions nte evaluto of a qu.

evaluation parameters which reflect execution alternatives. The number of suspensionsin thdependsvaluation whenf a querys.

pended evaluations are re-scheduled. When evaluations
suspend in' the existing interpreters they are immediately

2.1 Cycles re-scheduled'for evaluation; this is known as busy wait-
ing. lowever, a non-busy waiting strategy could have

Thecycles parameter attempts to measure the depth of been used
2
. Using an ideal non-busy waiting strategy

the breadth-first execution tree. A cycle corresponds to each evaluation will only suspended once.
reducing all the goals in the system once in parallel, that Another point to note is current interpreters process the
is assuming an infinite number of processors. goals from left-to-right, generating bindings as the goals

The evaluations of guarded goals are carried out by a arc processed. These bindings may allow goals to reduce
call to the top-level of the interpreter and for simplicity is in the current cycle which would suspend if the goals were
assumed to take zero cycles to evaluate (the guard evalu- evaluated in a different order.
ation is aisumed to be part of the commitment). Hence, Finally, as no distinction is made between failed and
the cycle count can only claim to measure the depth of the suspended goals, erroneous statistics may be introduced'
evaluation tree when evaluating fiat code 17], (3]. More- into the suspension count.
over, in the case 'of deep guards, any goals suspended
awaiting4he evaluation of a guard will only suspend for 3 An roved execution system
one cycle and not the number of cycles it takes for the imp
deep guard to be evaluated. This distoits the breadth-
first evaluation tTee, reducing the cycle count, 3.1 Requirements

Another limitation is that the goals are maintained as a Many of the limitations and inaccuracies of the statistics
lst which is processed in a left-to-rigit order, any bindings obtained using current implementations are due to fea-
made in the evaluation of goals taking place immediutely. tures of the execrtion model employed. The collection of
So, these bindings will be available to any remaining goals more meaningful statistics requires the development of an
in the goal list, This will allow goals that require these improved implementation. Such an implementation would
bindings to reduce in the current cycle. Hence the evalu- have to exhibit the following features:
atiori is dependent on goal order.

n i dIt must distinguish between suspension and failure of
a goal evaluation.

IOf course there are also several other limitatioi, hlke the use

of an infirite processor model. However, this model provides a 'The suspended evaluations are hooked (or tagged) to the var-
yard stick against which partiular processor implementations can ables that were required when they suspended, when suffident vari.
be judged. ables become instantiated they are r-scheduled.
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It must more accurately measure .i:e: depth of' the achieved in a given implementation, but at, least it gives
evaluation tree: ti e depth of the evaluation tree a measure which is not dependent onohowthe goals are
shoiildnoi be de iendent on goal or clause oidei; and ordered.
the depth of the evaluation tree must account for the
use of deep ards. goals 3.2.3 OR-parallel idealisations

4g Ifshould ialise AND-parallelisin' each-of the goals the modelling of inherent OR-parallelism requires the
in thi conjnction should appear to' h evaluatedlin evaluation to commit to theclause ;vho first guiird suc-
palallel; ],eiihAND-parallel g6al' should be-iedu~ed, ceisfully terminates. In oursystem th d'uration of agu'ard
once iea ch cycle. Thi reduction ma' tale'place in -evaluation is approximated by'the depth ofits ev aiuation
the- guarded evaluation in-the case of-deep guards; tree. So the evaluation sh ould commit to the guard with
and the simulated-reducti6n of each goal in, a given, the shallowest evalustion tCee
cyclesh6-uld beindepeident-of, the act-ial order in-
which the g6as sre pr6cessed. 3.2.4- System all idealisations

*,It, should, realise OR-parallelism: each of, the, clauses System calls contributeto the overall work done in the
that a goal could use to reduceshould appearto be evaluation of a goal. However, the complexity of each sys-
explored inparallel;'in a~parallel evaluation a goal tern call may vary. This makes the matter of system calls
should commit to the first,clause whose guard suc- difficult to address; as it will be implementation dependent
cessflly terminates; 'nd~the evaluation of a goal sus. and there is no agreement on the nature of such calls. As
pends if no committable clause exists and at least one a general. principle we count system calls as reductions,,
clause evaluation suspends, as they contribute to the overall work done (although our

evaluation system is easily adapted to ignore all or some
3.2 Idealisations of the system calls, see sect.oii 5). In suspending the eval-

uation o. a system call we assume it behaves like a goal
We now consider idealisations made in the design of our with one clause.
improved execution model.

3.3 Development/Realisation,
3.2.1 Guard evaluation idealisations
We conside'red two alternative models for inorporating We could implement the, required improved execution
Whe efcodered uard evaluation into the overall cycle model by an abstract machine emulated in 'C'. The ab-
the effect of the guar auoi the ovea cycle stract machine could then be instrumented to collect,
based evaluation'. The firit assumes that in a cycle, a dump, dynamic information like the cost of various op-
goal can be head unified with a clause and the guarded goal erations and the,reference characteristics of our abstract
evaluation instigated. This model assumecs that guarded machine and implementation, in the same vein as [13].
system goals (flat guards) will evaluate in 1 cycle. The However, this approach was not feasible for this work be-
withs d as thai and either the guorded valuation insigat d cause there was, and still is, no representative abstract,
wisystema guard evaluated. This model assumes that sys- machine for the entire class of CCND languages available

or l for instrumentation.terngas nu no cycle costs. We adopt the second model frisrmnain
Alternatively, we could implement an improved inter-

as this model has a similar notion of depth to the previous preter which could either dynamically collect statistics like
implemeitationi when executing flat guarded programs. the previous evaluation interpreters, or dump information

about the program evaluation as in a V emulator, We
3.2.2 AND-parallel idelisations have chosen to implement an interpreter which will dump

A fully accurate model would be able to determine exactly data about the program execution. The dump data is
when a goal m-es a binding, how long it would take for rich enough to allow flexible analysis assuming alternative
this binding to reach another goal and whether this would models-of execution. Hence we are able to support an
be in time for the goal to use it. Clearly the inherent extended set of evaluation puiiameters.
parallelism should not be dependent on goal order. We Using an interpreter allows us to collect coarse grained
make the assumption that, in a cycle, a goal can only use information like number of commitments or size of stis.
bindings available to it at the start of the cycle. Such a pension queues. These coarse parameters are similar to
model may not display all the parallelism that could be the coarse grained parameters, like logical inferences [20],

collected for sequential logic programming languages (Pro-
'It should be noted that maost cycle based models for obtalning a log) and to the currently accepted evaluation parameters

measure of the depth of the evaluation tree will be prone to giving
distorted results, in that ihey will tend to associate fixed coats with used for the CCND languages (10] [11] [8]. However, an
the varotu eomponenta of the evaluatin, Ue head umficaiaa sys- interpreter does not easily allow us to measure fine detail,
tern call evaluation and commitment. Although an elaborate model like (13].
ofsost could be developed, these costs would tend to be implemesta The incremental design and development of the im-
tion depedent. Moreover, such a model is unhkely to give a radically
differentviewofthegeneralfeaturesoftheevaluationcomparedwth proved interpreter can be found in (16]. The features of
a fixed eost model, this interpreter are as follows:
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bothAbD and:OR-parallelism are modelled; some computation (in sending a terminate message to the
i. each ofthe ghsrdd'goals for a gi4 predicate is tried- other-guard evaluation) if the guardsare balanced or in I
snd ielevait statistics oltected; cases where only one clause can be committed to.

* the isttistics'frorn the evaluation of the guarded goal
sriused'bpickthesolition path (currentlythisisthe 4.1.2 Suspehsi6nnmechanisms
shallowest iucceisfuiguard, i.e. the first guard that.
wduldhavi'succeededin a breadth-first execution); A-goal evaluationsuspends ifthere is no committable

* the g9als that fodri the gdal-list undergo one re'duc- clauseand at last ole of.ihe guaiMdealdatisis or head
ton in a cycle (ay bindingsmade, thegoal list, unificatis sius'nds. Suspending the evaluation car be
i processed'occur onlywhen al the goals have bein achieved in several ways; the two extremes heihg goal sns-
atte'nped); - pension and clause suspension. Goal suspension involves,

9 the evaluation of a system goaf which.makes a call suspending the parent goal of a computation when each
to the underlying Prolog system is counted ason'r e of the clause evaluations suspend.
reduction-; Alternatively each of the clauses (guarded computations

# bindings made using calls to the, underlying Prolog and he'd uinifica'tions)couid be suspended, which is known
swtem are made only vhen all tli goals have been as clauise s spiision. As there may be recilrsie guard
attempted; mevaluationi ini'oked,, clause suspension may rcsult in a

* the interpreter makes a distinction between suspen- tree of suspended evaluations,,represeiting the guard call
sion'and failure; structure. The tride-off between these two extremes'is

9 although guard evaluations are caried out to comple basilly a space-time consideration. Suspending a goal
tion in one go, the conmitment of a goal to a gives requiies less space tian suspending the evaluation of each
clause is prevented for the number of cycles the guard of the clauses. However, if some computation is performed,
took to evaluate; and in the evaluation of the guard before suspension then this

* the'suspension of all the guarded goals causes suspen- computation will be lost, and repeated, if the goal is sis-
sion of the goal being evaluated. pended.

4 'New ev'aluation-parameters 4.1.3 Scheduling policy
Another choice is how and whei suspended evaluations

Apart from having inaccuracies in measuring the inherent are re-scheduled'. When 46 evaluation suspends it could
parallel behaviour of programs introduced through limits, be tagged t) the variables which are required and un-
tisns in the execution model, the parameters proposed by bound, and re-scheduled when they become bound, this
Shapiro (cycles, suspensions and reductions) do not is known'as non-busy waiting. -It should be noted that
give any indication-of the effects that alternative imple ' some predicates, like merge/3, only suspend on one vati-
mentation models may have had. able whereas others, like equals/2, require both argu.

In this section we consider the extremes of the current ments to be bund. The other extreme would be to im-
implementation models. Our new parameters aim to re- mediately r6schedule the suspended evaluation, known as
fleet the effect of adopting different alteriative execution busy waiting.
models and so give us a better understanding of our ap. Employing a non-busy waiting suspension mechanism
plications. is appropriate if suspended evaluations remain suspended

for several cycles, for example in generating prime num.
4.1 Basis for new parameters bers by sifting !5) most of the filter processes will be sus-

pended most of the time, Employing a busy waiting sus-
4.1.1 Pruning Oflbran hes pension mechanism is appropriate if suspended goals are

only likely to be suspended for a short period (see [141,The parallel evaluation of a goal invokes several guard (15)), as with Layered Streams [8).
evaluations, one for each clause that the goal successfully
head unifies with. TI,e evaluation commits to the first
clause whose guarded system successfully terminates. On 4.2 Proposed profiling parameters
commitment, the other guarded systems invoked by the Our new profiling parameters aim to reflect the effec of
goal evaluation can be terminated or ignored, Terminat- various alternative execution options We propose col-
ing the alternative clauses (pruning) requires the system lecting suspensions and reductions using combinations of
to stop the computation being carried out in the alterna- the following alternatives. Ot-branches may be pruned
tive branches. This may prevent these branches carrying or non.pruned, suspended evaluations may be goals or
out needless computation. Ignoring the other alternative clauses and scheduling may be busy or non-busy The
clauses (non-pruning) when a goal commits, requires the new parameters are suspensions and reductions using
system to disregard any commitment requests from the
other alternatives should their guarded systems also ter- - busy waiting, non-pruning and goal suspension,
minate successfully. This assumes that guard evaluations - busy waiting, non-prunug and clause suspension,
terminate and certainly do not diverge. This may save - busy waiting, pruning and goal suspension;
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-busy waiting, pruning and clause suspension; We have also implementeda, profile tool which exe-
. noif-busy waiting; non:pruning aid goal suspension; cutes, under SiJNVIEWTM. This tool allows us to see
* non-busy waiting, non-pruning and clause suspension; any, or several, profiling, paamtes in graphical form.
- non-busy waiting, pruning and goal suspension; and The tool also provides information on ,the totals of the

busy waiting, pruning and clause s.spension. variousoparameters. 32 Thedump file could be usp 'td
collect, several other paranieters.I For example, .wecount

A'full description of all 8 models of execution and addi- system calls as reductions; which we use as a measure of

tion parameiers we' also consider, th deplth of the eval. parallelismr. However, the dump filecontains different to-

uation and the miniu; reduetiois, is givei in (14]. kens for commitments and system call evaluations and so
different measures for the parallelism could be obtained.

5 Profile tool' .... ..

As mentioned'earlier, see section 3.3, or fieii interpiter
provides information about the execitionby creatimg'a ,
dump -data file. This dump file c6ntains'tokens which l-,
16w us to build'a parallel pictuie of the .xecuiion 'under .

a range of alternative models of execution, The tokens
in this dmp file are used byourpot analysis to e .... . ..

the psarameters we put forward. The main features of this * .. .. s--- .i--

post analysis are: ,~"s

"The profiler maintains an aggregate of each of the pro.
posed profile parameteis per cyrle. This provides us
with a break down of the various profiling parameters
which can be used to give a dynamic picture of the ex.
ecution. Moreover this mechanism also provides the Figure 1: Example of the Profiletool for Quick-sorting
means by which we are able to collect pruned/non-
pruned, busy/non-busy and goal/clause data. Figure I contains an example screendump of our tool.

The tool shows plots of the number of reductions and sus-
" Profiling the guard'data produces a cycle by cycle pensions (y.axis) in each cycle (x-axis). Such plots can be

aggregate of each of the parameters as collected in givenfor any combination of suspension mechanism,
the guard evaluation, scheduling strategy and pruning option. The options

selected are indicated by the toggle buttons on the right
* On completingthe profiling of some guard data the hand side. The tool also presents information on the total,

next token indicates that the parent goal either com- number of reduction' and suspensions using a given exe-
mits, suspends or fails. cution nodel, next to the toggle buttons for each option.

Finally, the tool also contains soin rmore general infor-
- If the goal commits, the clause number and mation, such as: the goal that was evaluated; the elapsed

depth of the commitment are also returned, time of the evaluation, and the minimum number of reduc-

This provides information which is used to tions required to evaluate the goal, assuming the existence
prune those profiling parameters which adopt ot an oracle to pick the correct clause.
a pruned execution model. The pruned guard
profile is then combined (spliced) into its par-
ent's profile da.a. 6 Example executions and mea-

- If the goal evaluation suspends for the first time surements
the suspension parameters of the guarded goal
evaluations are spliced into the parent's profile. In this section we consider the behaviour of two simple

An additional suspension is also added to all example programs, "quick sort" and "prime number gen-

the goal suspension parameters, at the depth eration". These programsare simple enough to be con-

at which the guard suspended, sidered theoretically and so we use them to highlight the
improvement and use of our profile tool; The evaluation of

- If the goal evaluation re-suspends, the busy sus- other programs including a collection of Al programs can
pension parameters of the guarded goal eval' be found in (14] and (15].
uations are spliced into the parent's profile.
An additional suspension is also added to the

busy waiting goal supension paameters, at 6.1 Quick-sort
the depth at which the guarded evaluation sus- The quick-sort example highlights the various differ-

pended. ences in the various suspension parameters and how reg-
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dle. The pareition procesme will be spawned in cy-

Mnde qicsort(?.-). des 2AA,l,1Z214,16t18,20 respectively. The duration
qicksort(tlnsort~d,Sort~d):- of tb--prome will be 9,S;7,6A4,3,2,1 cycles respe-

qsori(Vnsorted,Sort*d-D). tively Henice, these proceses will terminate in cycles
11.12,13,'14,15,16.17.18,19,21. After cycle 11 therm will

mods qsort(?.-). be one less suspended process each cycle (a qsortl2 pro-
qsot(XUnsortedJ Sorted-Rest): cess) until cycle 21.

-patitio(Unsorto.d,Sa1 Ier, Larger), This effect has to be combined with the spawning pat-
qsort (eSu1 I r,Sort~d- (ISortedTespJ). tern of the qsort/2 goals, ice. initially 2 suspensions, of
gsort(Larger.SortedTaup-Rest). which I reduces in the next. cycle. Tle overall goal sus-

qsort(O ,Sortod-Rest)- Sorted = Rest. pension patten is, initially in every other cycle there will
be two new suspensions, one or which is able to reduce in

zode partition(??-) the following cycle. After cycle 11the patten will invert.
partitio(CIIXsJ ,k,Sinafer. fxILargrJ):- in every other cycle there will be one new suspension fol.

< zlowed! by two or the suspended goals being re-scheduled
partition(Xs,A,SsallerLarger). and redlicini.

partition(EIlI A, fIISxalerJ ,Larger):-
A >= X
partition(Xs,A.Sxaller,Larger). oi ca.mpsee ig

Figure 2: Quick-sort program in Pariog f

ular and irregular queries result in differing dynamic fea. J , .

ture of the computation. Firstly, we consider how this
program behaves if the list to be sorted is already ordered?
and then if the input list is unordered.

6.1.1 Quick-sort of an ordered list

Consider the program in Figure 2with the following query Figure 3. Quick-sorting an ordered list (goal and clause
suspensions)

quicksort(El,2,3,4,S.6.7,i,9,OJ ,L)

The regular natude of the data for this query al-
lows us to reason about ita evaluation. Basically,
quicksort(E1,2.3,4.56,67, 8,9, 101.L) will be reduced Bu ar N-NyS--oit i
to the initial qsort/2 goal. This goal is then reduced lion-Prnt ad ro.1-ssspss ezerutis
to a partition/4 and two new qsort/2 goals. The
partition/4 goal will partition the input list (based on
the current first element; the pivot) into two output lists.
One output list contains elements greater than the pivot,
the other elements less than the pivot. As the input list is -. **7*$5i*

already ordered the paxtition/4 goal will only add ele- . ns -- u
* ments to one of the output lists. The two qsort processes

will initially suspend awaiting the output lists from the ,
partition/4 to, be generated. In the following cycle one of VVI V '';\~\

* the qsort goals will he able to rnsii,ce, as the partition/4 -y y vyj
process const*_ucts the output lists. The reduction of this
qsort goal will again result in a partition/4 process and
two qsort/2 processes. The other qsort/2 process re- Figure 4. Quick-sorting an ordered list (busy and
mains suspended until the entire list has been partitioned, non-busy suspensions)
i.e. until the partitionl4 processes complete.

These processes will behave as before. the pax-eition/4 Figsre 8 gives profiles for gonl and clause suspensions
* process will only add elements to one of its output using busy waiting and non-pruning Using busy wait-

lists, the two qaurt processes wiill initially suspend, one ing gives us a measure of the total number of processes
of which will be able to reduce in the, following cy suspended. Nutc. that the goal suspension profile (the
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sions for every goal suspension. This is also confirmed by

our analysis, in that the only processes to be suspended
are qsort/2, which ould be evaluated via two clauses.
Figure gives profiles for goal suspension using busy

and non-busy scheduling strategies. Busy wvaiting gives
a measure ofte thetal number of suspended procese s
while non-busy gives a measure of the new suspended
processes in each cycle. The profiles fit the analysis of Figure 7 Quick-sorting an unordered list (busy and
this execution. In every other cycle there will be two new non-busy suspensions)

suspended goals, one ofwhich will reduce in the next cycle.
Finally we give a profile of the reductions in Figure 5A

The number ofreductions increases by I each cycle, as new o 5 ,

partition/4 processes are spawned and reduced. After ucsr(462,,,103.,L
cycle 11 the pupition/4 goals begin to succeed (teri-
nate) and the processes begin to collapse. At the peak The irseofaure u of the data for this query makes
there will be 10 paiituon/4 and I qso process reduc reasoning about its evaluation dnfoicult. However some

ing in parallel. global features can be predicted, namely:
s The unordered query will result in theipartitiny4

6.1.2 Quick-sort ofan unordered lst proenssadding elements to both output lists. This
We now turn our attention to the behaviour of quck-sort will result in both he qsort/2 processe reducing

oa n pnor rels.Csides ar e a efollo-before the parrciAion/4 processes have terminated.cycle lithe nordelist.n ols begi tfoow ucceedery. TrCompared with the ordered Est example this should

ntTherc is a dfference bstwe counting the nurA of clauses show an inprekse in the average number of reductions
each predicate statically, and the dynamic nature of the pro and reduce the total length of die computaton.

grain asoreprll g mayfbe ted m often than others, hnnac

wegtn The unrerdqer il eul nthprito/

6.n uie csuort Of coura dr comp ing spensions for goal oAs the pa iion/4 processes add elements to

anwtas osesn mechanisms only provides the dynamic in,formaton o suspended evaluation# te b ot th whole evaluation woth output lists the qsort/2 processes reduce to
This comparison still provides useful nfriation &bout the spe - three suspended processes, i.e. the newly spawned
on a uonoideretns for the spension mechanism Sup-nding the parewtion/4 goal may s pend becasustep o further
clauses my save head un catn and psibly sene reductions elements have been added to its input list Thiswill
(for deep guard exampia e ) but redutrea moi space in that theray be several cla e tate to suspend raten than a single goal be indicated by the ratio between goal and clause
sta te. suspensions increasing, as the partition/4 processes
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can be evaluated via 3clu ,,wheeas the qsort/ -
processes can be ealuated by,2 clauses. primes

o-In'both the ordered and unordered list examples 10 1:.tegers(2,I), sit(IJ).

pitition/4 processes ax apiwned(oni for. each l-
enerit ofthe input list).rii the ordered example each rnod! .tegers(? ).
paxtition/4 process will partition the remaifider of i s zI])r:-
the input list, i.e. the partition process with a pivot
of 3 will hav t6 paitition lhe-rerainider of the input
list, nmely-[4,6,6;7,8;9,103 'For the unordered ;mode sift(?, ).

exaniple each Partitiioi/4 process will ohly have to -i ( .0).
partition a subset of the ieiffiining inpit list because -iiit(C PI Rli )

the enianin,g input listwill lie partitionied into two Ulter(IpR), sxie(R,R1).
lists. .Hence, there will be le s reductions'per'formed
in the sortink'of the u'hordered list amiple.ode : ilter(,?, ).sortng xaine. ilter(OI ., 0).

We now compare the data collected using our new pro- filter(ENI13,P.)
filing system with the theoretical evaluationgiven above. 0 =:= N mod P

Figure 6 gives profiles for goal and clause suspensions
using busy waiting and non-pruning. The first point filter(I,P,R).

to note is that the ratio of goal-to clause suspensions filter(DlII) ,P,[NIR])

changes from 1:2 for the ordered example, to 90.205 for 0 =\= N mod P

the unordered example. From this we can conclude that
some partitio/4prceses suspend. Furthermore,ive filter(I,P,R ).

can see that the overall length of the computation has
been reduced from 23 cycles (for isorting an ordered list)
to 18 cycles for this example.

Figure ,7giv-es profiles for goal suspensions using busy Figure 8: Prime number generation by sifting

and non-busy scheduling strategic. Firstly, we can see
that the duration of suspended processes is mre complex will then be processed by filters representing the follow-
to predict. Secondly, we see that the ratio of busy to ing prime numbers. 2,3,5,7,11,13,17,19,23,29,31,37,41,43
noi-busy suspensions is,90:33 for this query, whereas it This takes at'least fourteen cycles, one for each filter pro-
was 65:20 for the ordered list example. This indicates that cess.
the suspended goals remain suspended~for less time in the Previous statistics give a cycle wunt of only fifiv, this
unordered example, which is intuitively the case. is because the goals in the process queue are evaluated

Finally, comparing the total reductions performed for in a left-to-right fashion. Hence, an integer that is pro-
the ordered list (122 reductions) and the unordered list duced in a given cycle is able to propagate through the
(72 reductions) wesee that, as predicted, there is a marked filter processes in the same cycle.(the filter processes in
decrease in the required number of reductions. the queue are set-up in a left to right fashion). Our sys-

tem gives 67 cycles to produce the first 50 prime numbers.
6.2 Prime number generation by sifting Fifty of these cycles can be attributed to producing the 50

integers, another fifteen can be attributed to propagating
The prime number example illustrates how our model the last integer through the fifteen filter processes and the

for AND-parallelism gives a mor realistic indication of remaining two are due to spawning the first filter process
the depth of the computation. The program (se Figure 8) and terminating the output stream. The effect of account
used generates prime numbers by sifting a stream of ine isg for the propagation of the integers through the filter
ges [17]. As each primne number is produced it results in proiesses results in the number of suspended goals being
a filter process being spawned; each filter process removes higher.
multiples of itself from the.ieiiainder of the s(ream. So
the algorithm involves generating a pipelinme of filter pro-
cesses one for each integer that is unfilteied (new prime) 7 Limitations of the new mea-
by the previous eat of filter pocesies. We consider the surements
generation of 'rimes up to 50 and irimis up to 500.

This algorithm gives a good indication of how the exe- The lurutations of our new system c m be classified in two
ction model affects the collection of meaningful tatis.ties ways. These assoctated with modelling the execution and
The techniqueinvolves generating a stream ofintegels, say the collection of our propose.' parameters, and those as,
fifty, these integers being generated in fifty cycles. This iociated with information we do not or cannot collect
stream of integers then under goes a sifting stage, this will
require further cycles. For example, consider the number * We adopt a fixed cost model, in terms of cycles. low-
47. This will be generated in the forty.seventh cycle. It ever, the cost of the given operation may depend on
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.psnsioih recrd contains infoination-about the dura- I
otin of the guard e$lation beforthealuan sus-

n- dd 'This ulfobindtiois uidiZidiZi if e

~rtacss Lae od in clause sus-,s d Nsa-Busy "~pas~iaas rui pe ;nsij Whist, thi is ajir 'Inrovemnoeriep-
ller-Prasdaisic ~ e -sapa i ea~et yious st our.newparameters aybei merror'for.

i. " i.-he sytemdbes not consider possibli.comiile time
-optimisations, such'iswclauie indexing. Fore

,& -.* ,four, clauses-fora merge goal n be indexed via
twoeswtch statements. Of cou jthisledstothe,* ,, . .... .r~sults fo: clause suspensions:not bein'g .directlyeap-

, ,' " "?/ ' - plicableto, compiler implementations using this such
,, ~ ~irdexin4 eovcr,jitsbuld in notidthat- the com-

.... " ..... j"i: parison bf'a pplicati( nprdgrams is still possible, as

-the progem epects four suspended clauseito result
Figure 9: Prime numbers up to 50 (busy and ndn-l.sy in-fofr clause suspensions.
suspensio's)

8 Coiclusions

Currently the language and- execution models 'being
-adopted 'for the, Committed - Choice Non-deteiministic

Busy & 'd m-Busy Dzspcass usir -(CCND) languagesiare ettlihgdown to subsets of the
Non-Pi'msd and coal-sc0Mp o cutIon possible models. The resuting languages appear to have

flat guaids and adopt.non.lbusy waiting scheduling pol-
* icy. There'is still some discussion on whether the Ian-

should b n safe or nsafe. In general the sub-
• -- ro. i sets being adopted are governed by implementationissues

-rather than application requirements. This work aims to
- 5, $I5 - place some applications rationale for the design of&lan-

* ~guage features and their usage. Considering applications
is important because the classes of applications that Ian-

i.* i. , ', guage implementors aim to support and the models of ex-
ecution that they provide may not be those required by
applications programmers.

Figure 10. Prime numbers up to 500 (busy arid non-busy In this article we present an evaluation system for com-
susplnsions) paring applications on alternative language and execution

models. The evaluation system addresses two classes of
limitations,with previous systems, The first is that previ-

-several factors, such as its complexity. It would be ous systems claim to execute the object code (CCND pro-
better to adopt a functional cost model, where the gram) breadth-first (hence allowing the inherent parallel
cost of an;operation is calculated based on its corn- features to be measured), however, the actual evaluation
plexity. Such a model would however require the costs models used make several approximatons. The second is
of the varioui operations to be accurately quantified. that the parameters quoted in the evaluations-of a pro-
lowever such a cost model would be difficult to con- gram do not reflect possible alternatives open to language

struct without reference to an actual implementation Impiementori, like scheduling policy, This results in mis-

. We assume that, in a cycle, a goal can only use bind- leadig and distorted measurements.
ings available to it at the startof th cycle. While The new evaluation system comprises two stages:
this is an improvement over the current interpreters, an AND/OR-interpreter, which evaluates the program
in modelling the inherent parallelism. Our model may breadth-first producing a dump file, and an analyser pro-
not display all the parallelism that could be achieved gram which reconstructs a parallel view of the program

in a giv;en implementation, but at least it gives ame- execution for different execution model0s. The statistics
surownich is not dejindent on how the goals are or. obtained are more accurate in t%o respects. The first is

dered. in the modelling of a parallel AND/OR execution, which
allows us to measure the inherent parallel featuies of our

o The new interpreter (like previous interpreters) uses algorithm, The second is in observing the affect of al-
goal suspension. Unlike previous interpreters our sus- ternative mvdts of executwin. pruned or non-pruned
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A SIMPLIFIED APPROACH FOR DELAMINAION OF COMPOSfITE LAMINATES

Taboiatoire de dac qe T-chno I EN S.Cachanl Univkrsit&Paiss 6
-6,vda ro ditWlos 94235 Cachan Cedetc;PRANCF.

Absactc - Anew numerical method for delamination of ebm-os$t - delamination is the muats mode of degradation ,only the inter-
lamianatevibased upon a Dawnge Mechnics appisch isi prpSed. faces between the layers can damage
Degradation of the interface between two adlacen layers is ratroda-, - thc edge is weakly curved allowving to Ziofsidee it is locally

rd. Thi prach allows an accurate predictino both initiation straight, the iniiial three dimensional pioblem becomes a two dimen-

an popgaio o dlamnatfionwith a sinl model A program has siosal problem act into at band Orpesdrculac to the edge,'
beresedtotra dlam tto In the vciyofweskly carved

egswith low numerical cost. F i results ar resned. First results are presented. Thn analysis of delamination in ths
neighborhood of tl'e freh edge of a specimen under teniisin has been

I.INTROD1JCTON treaed. Tltis'siniple en ample allows comparisons with experimental

In the design of carbon.itioxy laminates such as,' 1 esls(I anSN,14)
* mode of damage and rupture can be split into two classes.,The first II.LAIMINATIE MODELLING

class is due to fiber rapture. matrix and fiber-matrix interfaci: deges. Telmnt ssoeie stems-eie - ssesaeo h
daions. Thea-oellsng of these degradation phenomen.at at he sin Telmnt smoeie ttemcowleica tesaoo h
lsyer scale can he described using. Damage Mechanics elementary components which are the single laycr and the interface
(ldvtzel991). (Allen.l987). (Taljern.1985). The second class of connecting adjacent layers.
ruipture is delamination.ni Thin emetionwhich consssin the de-
bonding of Inyrs.'rup is A vicfnlt of the edges of structures.

In the analysisof thin phenomenon. distinction in made between pit
a ist uonphae ad prpagsonp aseof n eising delamiaated
area At ream dieaimnasonof bsh pasesrelesolb hypostesis
of aperectboningbeteen lasic ayes. he nalsis of initiation
is ~aie ualtatve inviw o th nrma steses btined froms an
elasicrmpnatin a oreor eanimpotan tedeny is assipsed so
diffeent tackng nqacaen Epirial c itera hld as point- flkteaamgeIaf- The single layer is homogeneoas in the thickness.
stres" r "aerae~sress ar alo usd (tm n i.1984). They Its behavior is elastic wish no damage.
seem~~~~~~~~~~~~ togvbodrslsa pcmnudrtniubt they rlie
ou nea phsicl bth.Theproagaionof s nig delamisate :na=ane - The interface is a surface entity (of zero thickness)
areahasbee anayze nueriallyandenpetmntally through which easures stress and displaccment transfers from one ply so

Fctur Mehn c lezgaghl1 ( 9Vn,l83). However another (Ailix.1987). In elasticity the interface is schematized by
propaga tion modelling through Fracture M echanics uses means of a model which has been used in o-'der to taodelize the fiber-
computations of Energy Rol caie Rates whose vaues ar different mars trface (Unsdand Legslllon.991). Itldependsion the relative
fronm the esperimeutaI values under the assumption of prect mriattiotheiprnloepi
bonding between layero (Nesa.1990).oretinofheupradlwrles

The proposed method is based upon the Damage Mechanics ap- The displacement discontinuitics are denoted by
proach proposed in (Ladevhze,l990). Ite modelling ass astructural
analysis scale of gradual degradation phenomeina in amaterial - such (U) -U- U- ( 1 ] MI +- (U21 lV'2+ (U31 11
at T300914 -duo :,$ the occurrence ad the development of micro-
cracku. allows an accurate prediction of both initiation and propaga.Te( )nsaeascae ihsebsco ftefbrdrc
tion ofildamination ima single mocel. The laminate is modelined as a la
tiang of stogie layers and of intcrfa~os 4oniung she layers. The sious. The damaged energy of the jntcrta~o is k. + denotes the po-

interface is a two dimensional easily which ensures displacement and .iiepr)
traction transfers from one layer to another. Its influtee Is located iiepr)
near edges or defects where a three dimensional stress State may or. 2 2
cur ad lcad so delamination, Its behavior depends on she angle bet I<x->
wren the fibre directions of adjacent layers. Eta 32
Fown a "shell* compation. delamnination analysts is donte in the 

05~) k?,(l.dt) k~(l-rd)
vicinity oft oh ege with appropriate boundary conditions. Full ana-
lysis of delamination around a Ocelar hole has been developed 1,0, k . k2 =r issitial elami haratteristirs If k5, Is5 L0  

O o thus
(Alisxl987).In this work all the son linear phenomena oftdegrada- 11

tin ndpasictyisid h aesadteitrae ewe th e interface is perfectly bonded, t-e the modelling which ts generallynon nd lastcit i ie te laersand he nterace beteenthe used, The coujtgate varsiabes associated with the dissipation ame
layers amt introduced. This approach allows so take into accont p05-
siblo important gradients parallel to the edge but it needs to solves a 22
three dimaensional tiine-dependasl problem which can be expnsive < 3V>; 1~ -_ 0311 C
with a great number of layers orin thcasof praetred tlsw CS kd-2O(I-d)2 : d - iT(l-dl) Y d2 k ls(1-d2)1

The described approach ran be: jualified of "simplified" in coin- ModelI Mode 11 Mode IIl
parin with the previous one A Finite Elemei program has beetn A simple modeling in to consider that the damage evolution is gover-
realized to predict initiation and propagation of delamiation at a low neby
numerical cost. The main assumptions of tis method are:anby
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Y--upjnu(Yd+YYias 2Yd2) V.CONCLUSION

whee y, ~ ge oupingcostatsIn ent o deartnaonmodes, simplified method to analyze delamnination near a weakly
the irsttj i asscl tvededge has been presented 'This engineering tool allows to

tiedthrogh amateialfuncion , suh tht: ncouagin'butit s rtccssry'im comparisonsparson itht
exprimntl rsuls o vli th moelindthinuerialprogram.

dl ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ eiaia de ~)id n , tews IBBfGAH

deaiato antysn L ntn w s Mechnc - vo ,Plrls
FrreY.Iact ale nry ALX0 197 -Dimng pa,]aMdcanique di

elastic layers under a pame modelI loading, an analysis of a Double .KIMs R.Y., SONI SR, .1984, "Espenimenial and analytical studies
Cantilever Beama(DCB) specimen has been realiec& Because of on' the onset of delamination in laminated composites", Journal of-
interface deterioration ther eists a maximum value of the applied Composite Materials. Vol 18.
load Pdenoted by Pe. This limit is reached for d-I at the tip ofithe *LADEVEZJIP., LE DANTE~C E., 1991,"Damage modelling of the
delaminated ares. This means that there is dclamnatisn propiagation elemientary ply for laminated composites", International Journal of
This tillown-us to calculate the critical ceegy'releane rate Gr,', that is Composites Research and Technology (to appear).
G,(P). or alongeonough clsck onecobtains. G4 # 2Y, 'LADEVEZE P., ALLIX 0.. DAU DEVILLE L, 1990, "Meso-mo-
A similar result has been obtained for the second mode. Within thia deling of damage for laminate composites. Application to delamiss-
framei work, Fracture Mechanics apprs assa simplified tool to study tion', fUTAM Inelastic Deforation of Composite Materials, Troy.
delamination, under the assumption 6f elattic layers for an - NESA D., 1990. "On cracking is a uoidirectional glass-ipoxy
established delamination. composite *Toughness and Damage Mechanisms". International,

- Journal of-Fatigue and Fracture of Engineering Maicrialsoand
LlNUMERICAL SIMULAION OFDELAMINATION Structures (to appear).

*RIKS E., 198 1, "Some compurational aspects of the stability ana-
Geometrical assumnlion .This study deals with the problem of dos- lsao~nnlna tutrs.Fnmc ~ n 'smto
lamination in the vicinity ofawaBycideg.~st e l as &oference on finite Elements in Non-linear Mechanics, Stuttgart.
tionsofthe displaccmenfor steassolution along the direction paae - TALJERA R.. 1985, "Transverse cracking and stiffness reduction
to, the edge are lest than those in the perpendicular directions. uy
Tlsefore: she three dimensional problem is reduced into a two di. msorl"osselarsates". Joumal of Composite Matenals. Vol 19,
mensional problem insa strip perpendicular to the edge. blema in composite lamiate Mo eai fmoit d el iaon pro-

Nueia ovn h rbe to solve is non lincar and time-dc. 17. lmniaJua fCmoieMtras o

pendant. Itsis due to te damage modelling of the interfaces between
the plies. The contact between two delaminated plies is described as
an unilateral contact without friction, Critical points my occur and
wish a good convergence.
The numerical treatment for fined delaminated areas . the problem
being purely elastic - is based upon the conijugate gradient method.
The problem to solve is

KX -FI with X -Kly+ Klii

Klay and Kiea stiffness matix of the layer and of she interface. At
each step it is solved:

Klay V - Rk with MAY Z Klay i denotes the layer

Thus the computation reduces so parallel and separated computations
on the layers.

&sis eample- Free edge delamnination of a specimen under

The analyais of delamination near the free edge of a specimen
T3OD-5208 (30,-30,90)s sbmitted to tension has been chosen so il-
lustrate the proposed method, For that example, it is experimentally
known tha delamrination occrs prior so transverse matrix cracking or
fiber breaking (KIM and SONI. 1984). Delamiaatios first occusir and
propagates on the (90,90) interface, an important damage also ap-
pears on the (-30,90) interface. These results confirm the experioen-
isll observations.

1873



ON THE TFREDICTION-BY HOMOGENIZATION-OF THE STRENGTH
OF DUCTILE COMPOSITE MATERIALS

J.,ICHEI. end P.V3005 -,nf 5 , 1~(u)'. r m
31 ihool'n Joseph Aiguier

asti-periodic on a ny, < < Z, X, i(y) <k(y) a.e.in Y), (4)
t ct. This paper presen

t
s a ericale

t
hd to predic

t t
he -p1f .

acrscopl shresth of a compsites In termeofthe sesth of h Inf a ey, r y. (5)
tee Indicil ,:constituents and of'thetiaarrapgement w perh'dtc

Tr(E-e(.))-O

i. Ts E YIELD f Sl Pmt er l Theorettn Is the support funton of P h6: 1bho() t Sup (:e.

In , this paper w*e discuss the strength of coonposite meterflssin Eprse inhict er ()steshtth ercpt(o

aperiodic sicrs~strocture generated by 9eetl af juit cell o n ute sumtcme h rcs osioletao h. ehere C is a sm paeeter mesuing the size of, the 3 htes ttte ophsstes nya mprbso of the strength capabilitleeie, rd'o tei
heterogneities sod! is the onit cellt (see tih r 121 for i he cpote. Ir f thebt

of~o~erricat thepsoe.vert i oie scivpl phuwsen are elastic
detailed esposure uf these classical notstions in hsmoseni ita h retically, by (4 o- shoul bn ohdha t n a-beetheory)i Thiscccpeoit tructur e is s~aodoite " to bodyfori perfectly plstc it ca beuIntatuovrl eairo

0  the composite is elastic plastic (with hardening) end that everyproportional to a loading parueter A and ws search for the h
the'aye ofthev~ Cal te sren t reo stt Z Is the dossainn con effectively be reached, forodmissible.vailuos of >. At the level oi the soil cell the strength this rees the uio of this heogenizatIso theory Is permissible

donaln of ech Constitutive phase, f which the stresstensor Isdonsainosi each ctltttv has, n atO ich the tressteso Ist n for ductile constituents (such as metal matrix copositeos) but
should be considered with care for brittle constituents.

be defined by'the Von ists criterion

/3 t the nurical determinatlon of pto can be parformed directly on
a yy <h(y) where a 2i . the aristionat deiloition (5) of Its ssport function, bt the(2 1functlonal to minimise has only, a linear growth sod is not

differentiable everywere. To overcome the difficulty weus

whsere cP Is the deviatoric part of a, b(y) tahkes cosanet velure ,difee tiel vr~e soecm h ifciya sere(P I th devsto~c prt f ~y) l~e ¢tlm vs ano ther fthod ba sed on the solution of orn eltic perfectly

d;fferent from one phase to the other. The ciessicettheory grof he tob o e sh lut fn kis re tly
yied esin )1 eas o te oilaiog ea dfislins t he plastic probo [5 for which several FtN codes are available.yield dtsln 13) teadst the foltoming dual definitions of the fix an arbitrary complionca tenor a snd solve +the evolutionlimit loadX c. e:pr~tfe

A Su e I'there exists auoeh that: div(a(yt)) ,0, <(a(y.t)1 * Xt), art ontl'perlodic n ay

div(Q) - >
0  

0 In Q g fog k a.e. x in S (1) etU (yt)) -CII s(ty.t) - ePlyt), a periodic (6)
/ eq(y,t) Cb(y), eP(y,t) - k(y,ta

0
0(y,t), A O. I' n otn 4 L, r r e e u ) ) d o d i o c e . 0 in f l u a ' S0 o n ie , t u ) ' t az)

U d 1 6) can be solved along at least two paths. first, It can be
solved along a radial path in the space of macroscopic strains:

T1 112, lu) -I i(t) Is constant and prescribed. and (6) Is solved for u , a(fr
-h N , Ich Z Is deduced). Secod, (6) can be solved stons a radilt path

In the space of macroscopic stresses: ,t)/l eq (t) so

L iu) IO
U 

d. t l--eqt a e constant and prescribed and (6) yields u, a

2. THE KCRe$tOpiC StRENGtH MAIN n " In both cases the solution converges wes t " +0ad

the listens lano), Elan) satisfy:
characterizations nalogous to (i) or (2) of Ahus tin A

e 
can t

be givoe with the help of the theory of -overgeoe 11,I: 4co) C p ho", (E(o)r - 74-)) <0 for every Z in P h'. (7)

Ahms . Sp ( AI there exists asuce that: Each roe of the algorithm determines a point 740) oa the boundary
dIv(o) efO - 0 In f, aax) Ep Iu s.a. x in (3) of phOntogeter with the outer normat vector C(oo) to ph-sat this

point.

1874- --



3~ tot~tE~tosA c~eyO~ttS4.2 'Cylindrical Cavities: we- consider a matrix amotrial. with
I. LA-16RECTOUL ~iOSTES'yitld' stress ao., weakened by a periodic array of t ylindrIcal

LitdfreCticnal composites exhibiit- gecoetricil aoO -materiat cavities (rodi "s 0t) arroeed aomc a iq~re lattice ( woing 2a).

-sPeorties' which ore Invariont-under traslation aoey a specific we Invst~tigate the yietd locus of this damaged material under

dboe~tso.t~stle-~ine~r eti.thlsisyori oe Cn het;od to stacrssttc stresses ;2cC. Z,3FOC. other 0 . Figure 2

redue 'the 3.cspttosto 2;d cnttis pnestrains and. showt these yield tocli for different vatues of the pottern ratio

* -oti~toeprbtoc. ettheesorline; ,r setting considered hieothe t/i-i ht Predliction of,the torson's model 17-has been reported in

k! ;cpsist is no morer vatld-oesdthe prokfem resains dotted lice.
1, enion Its full genera ity. fousevr for 5ttcsple

tyriss4. the f oor (04i~e e ,i the InosrlItt dirocticn) I

prsblema (6) has 0, etoilon -tof the nome ftr i9)In

2'dleensioral (us 0C, Q U x u deped on ylja&Oyconly). (6) Is
setlposed in the contest of janeti- eZd plone-strains.'A state of
strain Is sald to'be a geneoralizedJ ptne sitolet If ct62):

t *u(y,y2). CX* I.,,0 y0 where i33155 ctntt.

This Pnt ciattfitl framwork of - generalized pitne strafn gives 2 33 Io

sufficient flexibility to Consider mecroscopIc $ties$ states withi33,

Independent csepcntnts In tke'iorgitudinat - dl~ectlctand" in the - Gucton a

transverse direction, whfith Is ot, psbewith sool plant 1. 0 Wit Ra0.3
$traln ceoputatites. * i/as 0.5 *

. XPISA 
R/A. 0,7 .~.

4.. th)dtt ~ ttna WetnsIeamea

be elastic. The fibers are arranged alcong a triangular arroy (thePa eC
ulit Colt I$ hexaoao). The yield stress is tr.vrei .A ~ o

tension hot befn ecepsited by the ebove Detbod. fiture I shows this O

Yield stress yerso the angle between the tensile digetices arvd ItD '605 0.0 0.1 t.0 1.5 2.0

one atis of the lattice. the telwforeeoeont effect In the Figure 2: (a) Uit cell, Q)O yield torts of a perforated esdlu
transverse direction Ate to the fibers Is rather tooll and d~epens54 under *vfsvsetric-loading,
only weakly on the volume frattion of the fIhero vf. This is dot
to the jo osence of planes of eW'timal oheor into the satrix s wIon RFtERENCES
at Ai does not exteed 0.68.
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Somic mixed finite element nmethsods- s=qoL(s)I~ D()~
for composieplaques.

3  t~u e'L
2
((0) 7uIX e oPO(K), K r A1 '6

Join-Lue-Akian for the vauiablesreadtos , * ,ndisue
O.N.E R..L gog multipliers to Satisfy the continuity of the d o f.

29 Ade a Dvison eclre noral traces' charactcrizing-,tlsr spa6:9 (P2(K))band
PP 72 923,22 CIIATILLON Cedex DIMK we can prove that the final linear system is inverts-

F~RANCE ble.
The admissible spcs cast be enlarged. Let

Abstract. (ss t~ X
The mixed FEM proposed itn order to compute secu- asp=x P)x

6 1
($ ,)

rately the 3D stress field I a Wcomposite plate axe bused,
ott modifications of ste principle of the~complensertary, if'we repace
enesgy. The main difficulty of mixed methods is to con- (P2(K));' by (P2(1())5' + ft + R(5 In (4)
strut adiisii flildi'usih that ificiflI liiear system isj
invertible antd the method converges . Dk(K) by DZ(K) in (5)

Po(K) by PI(K) in (6)
We first use the 3D complementusy energy principle (method number 2)

and w~e suppose that the its-plane stresses are linear fuse- or
tiotns in each Isycr(thit is the cruder phyiral' hypothesis
wt can do).At the admissible stress fields must satisfy the (P2(K))$: by ADG(K) + R~5 + Rh its (4)
equilibrium equations in the composite.we get a 2D for- DI(K) by l)2(K) in (5)
mulatios with 16 generalized stress variables per layer, po(x) by pl(K) in (6)
defined on the middle plane of the compsite (os).
Let OA be a family of tiangulations of o). In order to(mtonubr3
satisfy the equilibrium equations,we have so 6ristmuct (here ADG(K) is the Arsold-Douglas.Gupta spaoe~lj),
symmsietrical tensors T =rot~ and fields after slightly modifying the lenisma and the Lagrange
q such that: multipliers, the same conclusion holds.

q e ((us))s, dlv q at L2
(us) (I) In method number 3,wo ame able so construct 3D stress

To (,2()%4,dive (L(()))2fields verifying exsctly the equilibrium equations is the
To L

2
u5): tjye L

2
ua)

5 
siv(dW~el,2(ai) . (2) composite,.

Itn order so saisY (l),we can use the IlaviatThomas If we simplify the foirmulation is mecthod number 2 by
space (12)): considering Only plane elasticity problems, or in method

number 3 by considering only bending of plates prob-
D& (K) - (P5.5(K)91 + PA..s(K) (3) Irma. we can prove convergence results.

K isa tianlek i anintger l P.,() i th spce.At far as she implementation of the method it con-
Kf islyntriale, of inadnegr e 1. K isfne the spr rented, all the dof. related to the stresses can be d:im-

of plynmial ofdegre ak-I efied o K)ijeted locally. As the dof. on the edges of she triangles
In order to satisfy (2), we can use the following lemista: arelited so 2 elements we can divide the mensh in a few

lemma clusters of elements and Use an element by eensent itema.
Let T belong to (Pa(K)),

4 
, then T it uniquely deterined tiv method, is order to solve the final linenr system.MTis

by: technique is very efficient on parallel/vector supereomput.
a) the moments;of order 0of TA n y ((tpl12) erf.
b) the momients; of order 0.1,2 of Trtsa5i on the edges Some teats have been made (pslant elasticity

of K, problemsbending of plates problems).and the results am
c) the msoments of order 0,1 of T.nt on the edges of all exeellent, on both mechanical and computational
K., efficiency points of view.

(n (t)12are the unit normal and
tangent vectors along the edges of K). (I) Arnold D.,Dosglas J..Gspta a, "A family of

higher rmixedilnite element smethods for plane elarticioy,
If we Choose the spares: Num. Math..45.1984 .

E4 = T c (L
2
(us)), I TIK e (P5(Vy, K oeA 0,4) (92) Thoenss J.M., Thesis. Universite de PMs VI-

*h876
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Parallel implementatioi of a domain deconliosition
method for composite thrie dimensional structural

.aoalysis problems.

Francois-Xavier Roux
O.N.E.R.A.

29 Av de Ia Division L clerc
BP 72 92322 CHATILLON Codex

SFRANCE

Email roux@onerafr

Abstet.
Domain decomposition methods havevesyointerest-

ing features to solve three dimensional composite, ste-
ral analysis problems. Indeed, the compsit featur of

the material leads to a natural mesh substructunng. with
subdomains that have similar stiffness natrices, that

e~tails optimal efficiency ith domain decomposition
solvers on parallel computers.

In this paper, we present some tests performed with a
domain decomposition method'via Lagrange multipliers,
developped in [I); on a distributed memory parallel com.
purer, the Intel iPSC2.

The method is basod upon a hybrid variational formula.
tion of the linai elasticityequations that consists in
enforcing the continuity constraint. along the interface
between the subdomtins by introducig the Lagrange
multiplier of this constraint.
The Lagrange multiplier appears. to be equal to the
interaction force between the nubdomains.

The solution process consists in solving the con.
densd problem related to the Lagrange multiplier on the
interface by the conjugate gradient algorithm. So, the con.
densed interface operator does not need 'to be actually
assembled, and the computation of the matrx-vector pro-
duct involves the solution of. local independant problems
in each subdomain. The use of a direct skyline solver in
the subdomairts allows a good vector efficiency.

As the Lagrange multiplier just enforces the continuity
constraint, the Ladyzenskala.Babuska-Breczzi condition
does not need to be satisfied, as far as the discrete dts-
placenmnts fields are continuous at the interface.

We anayze the performance obtained with different
splittings for a thre dimensional composite cantilever
beam. on both numerical and parallel processing points of
view. Thee tests prove that this method performs much
better than the classical substractures method. At last we
compare the results obtained with various implementation
strategies in order to define the optimal one.

References.

[liCh. Fashat and F.-X. Roux , "An Unconventional
Domain Decomposition Method for an Efficient Parallel
Solution of Large-Scale Finite Element Systems ,I to be
published in SIAM Int. J. So. Stast. Comput. .
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Boundary element techniques 1. Ho ogenization by F.R.M.
for composite materials. appicaion to woven composites

by A lot of computations about composites materials (unidirec-
F. LENE and P. PAUMELLE tional composites, syntactic foams, . .) have been made in our

laboratory. They hane been r~aiezed'by use of F.E.M. afid-the
Groupe Micanique, Modelisation et CalcusicodeMODULEF. When it is a matter of considering composites

Laboratoir e d'A oustique et Mdcanique h basic cell needs to be tridimensional (as woven comiposites),Univerct6 Pierre et Marie Curie the indsced Computations may be expensive. Moreover our aim
Tour 66 being to predict the sensitivity todaiiag6 near the interface of

4, place Jussieu the components, the mesh has to be sufficiently refined in order
Paris Cedex 05 to obtain a very good approxiimatiofi of the stress vector.

As the discretiration of tlhese problems is made by use of
linear pentahedral and hexahedral'Lagrange finite elements, the

Abstract stresses we obtain are constant a;ver each of the elements. So, itis difficult to obtain a satisfying approximation of the interface

The homiogenization techniques are partzculary powerful for stress vector, This one was nevertheless well computed by use of
studisnt ant modeliring the composites materials behaviour. They the numerical technique developed by G Duvaut and P. Pistie [5,
lead to the, solutson of problems depending on a basic cell which To this way we have used the adapted post processor developed
charasaeizes the medium studied These problems are usually in our laboratory.
soloed by use of afiuste element method, In this study twe show how Some results presented in figure 1 show tne norm of the
to solve the cell problems by using the boundary integral method, tangential traction introduced by an imposed ma'croseopic stress
Contrary to classdcal finite element methods formulated in dis- (o") = 100 Mpa. An analyseoffhe results we have obtained,-al-
placements, the unknowns are here the fields of dsplacement and lows a prediction of the damage siinsivity by sliding or decohesion
stress vector on the boundary of the basic cell and at the inter- at the interfaces.
faces between its components. Thus, the boundary integral method
appears as a well suited tool to analyse the damage phenomenons
which may appear at the interface.

Introduction

The main difficulty with studying composite materials is their
high level of heterogeneity compared with the dimensions of the
structures, making any numerical computation (for example, by fi-
nite element method) prohibitive if not impossible. The technique
commonly used to get around this obstacle consists of substituting
for this highly heterogeneous material a homogeneous one having
"average" mechaeiical properties that depend on the mechanical
properties and geometry of the various constituents. This is the - A damage model by sliding.
homogenization process (Duvaut (4[, Sanchez Palencia (111). Fur-
thermore, by a locabzation procedure, the method allows an easy In order to modelize a sliding phenomenon between the barn
computation of the microscopic field of stresses and, in particu- and the matrix, which is often experimentally observed, we hase
lar, of stress forces at the boundaries between heterogeneities and introduced a behaviour's law of the interface allowing a tangential
matnx. One can then show the overstresses phenomenon may elastic sliding without normal unstilking (Ldni, 171) It writes.
initiate decohesions at the microscopic level.

In the first part of this paper we show the F.E.M. results in- r5= k[[ t~flr]; [IVml =0
dued by these techniques. This application refers to the example
of the woven composites kPaumelle 191), In order to obtain a good where J( (v,)r]l (respec [ vN 1]) is the tangential jump of the
approximation of the local fields, the cost of the computations displacement (normal jump) and TT the ,angential stress vettox
may be expensive in tHs case, at the interface.

The second part is devoted to the implementation of the This phenomenon has been taken in account inside a software
boundary integral method (Mikbhlin (8), Brebbia [2[, Dautray (31, we have developed,
llartmana (6]) for homogemzation. We show that it allows to ob- We present o. figure 2. the values of the homogeneous equiv
lan a good approximation of the stress vector. Thus, it may be alent modulus versus the parameter of sliding k It appears that
a useful tool to develop models which take in account a damage there exist limit values noted k,. and k. of this scalar which
localized at the interfaces between the components of the basic determine three regions. The first (k > k,.) corresponds to a be
cell, haviour without sliding; the third (k _ kxf) to a total decohesion

between the yam and the resin; the midde region (k,n <k:5 k<M)
to a partially debonded yam,
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00 I chanical properties. The analyse of results obtained by F.E.Mo4 shows a nearly perfect'itgreemnent (less thain 1.3 %) with those oh.
o ~,. tained by the bouindary it tgral method. 'the agreement of the

Inv~. kL%, it" This study has enophazed the high level of quality of constant
element. Moreover, we have seen that the number of nodes doesn't

Figure 2. need to be high. Thus, the number of degrees of freedom stay
weak. One can also note that it is very easy to add some nodes

In order to develop models more sophisticated than the pre- in a past of the mesh (intesface for instance) without altering lhc
osous one in the frosneworl of the 8'.E.M., we should he led to whole mesh. Arid the'directly computation of the stress vector on
consider complex problems with expensive resolutions. Oar aim the interfaces presents a real advantage for a fiother analyse ol
is to develop realistic damage models at the interface, constructed the noicrophenromenton of damage.
above the stress vector. Thus, it appears necessary inside the References
framework of the homogenization to develop, a more adequat me-.
thod. (1 ). , . Banerjee and D. IK. Butterfield, Boundary Element

Methods in Ensgineering Science, Mae Graw-hill, (1981).
2. Integral equations for hsomogenization 121 C A. llrebbia, 3.C.F. Telles and L.C. Wrobel, Boundary Ele-

ment Techiniques, Springer-Verlag, (1084).
To describe the honsogenized behaviour of composite mate- (3] iR. Dautray and J.L. Lions, Analse matls~matique ci calcul

nals, we have used the integral formulation of the cell problems nuciqu poor o e cs (19t85)es.Mson Cl
(Paumelle 110)). The numerical method associated with the in- etnCIAToe2(18)
tegral formulation is called Bounsdary Elemsensts Method, The un- [41 G. Duvaut, Analse Fonictionnelle et Aficamque des Milieux

lcnoiiafuntios o th fomultio ar th diplaemet uandthe conlinus, Application a 1'dtde des malsirisux: composites 6-
stress vectos o the ounaiesTen are the dipaeetr nal thastiques, A structure pidncirique, iiomogindosatisn., Theses-
sidew oftetbasic celon the interare beweoen a the mpoena. ca and Applied Mlechanics, WV/I. IKoitec id., North Holland

sid ofthebasc cll nd he ntefac bewee th havoens Publishing Company, (1976).In ord-r to numerically implement this technique, We e (5) G. Duvaut and F. Pistre, Calcul des vecteurs, contraintes en
constructed three bidirsensional elements with a constant, lin- apoiain Ie 2,ORAST 9,Sn 1 p87
ear and qu,,Atic interpolation and one three dimensionnal con. appoxmatrion 1etP. G A. . 9,SeeI p87
stant element. One can note that in the case of homogenization (nove armer1 nrdutont982).yEemnsSrigr
we have introduced some specific boundary conditions and man. )6]F. lartg, ( rduto9t89)d. Eeets pine.
age the presence of some domains which need a special numerical VerlagUn, (198 uto9). 6ue e n~ru cmoitse

treatentde leur endominagemicnt, Thbss d'itat, U.P.M.C., (1984).
The results shown here are related to unidirectional compos- (8) 5,G. Milkhhn, liulidunensional Singular Integrals and Inte-

ite materials and are carried out on a SUN 4 workstation. As lgral Equations, Pergumon Press, (1965).
one can see they are quite satisfying The approximations of the (9) P. Paurmelle, A. Ilassurt and F. Line, Les composites A ten-
homogenized coefficients, the microfields and the stress vector on fot tisses. Calcul et Etude Paraindtrde du Comporleinent
the interfaces are as good as the same results obtained by finite Hoing&is, La Recherche Aerospatoale, vol. 1, P. 1 (1990).element method. One test is interesting to discer the difference 10 .PuelHio~dsto omtcsxAsrcue d
obtained between constant, linear and quadratic interpolaticrs nocliquespar lesinitodes; inllgrles, Textos e Notas, OMAF,
It consists in studying the convergence speed of the homogenized Lisbonne, (1991).
coefficients versus the number of the nodes of the mesh (Fig 3) It 111) Ei. Sanchez - Palancia, Non homogeneous media and yours-
shows that the results with constant elements ame as much power- interU uenosinpycnmbr17Srngr
ful than the others. One can notice that over 200 nodes the results Vln terli, Letrents opyscnubr12)S.ugr
tend to the same values which are the finite element values.VelgBrin(10)
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FINITE ELEMENT ANALYSIS OF HIGHLY NONLINEAR
BEHAVIORS OF STEEL STRUCTURES

I
Y4430 Ti KohelYge
Institute of Industrial Science, Unh ersity of Tokyo, Faculty of Enginezring, Univerity of Selke"
7-22-1, Roppongi, Mi!ao4 , Tokyo; 106 Japan 3 Cho-me, jichloji-Kitamachi, Musuino City,

Tokyo' 10 Japan

Abstract agreement between the cal olated and experimental results from
The highly nonlinear behaviors of steel structures are sim- a qualitative point of view. Fig. .2 and Fig. 3 are the experimen -

dated by the finite dement method which employs a bilinear de- tal and the numerical crushing deformations respectively, which
generated shell element with the reduced integration technique- agree well with each other.
The calculated problems are as follows : 1) crashworthiness of
axially compressed scuare tubes with various thickness iations 2) "
ultimate strength of tubular column to H-bearn connections 3)
rei-forcement effect on transverse collision collapse of box beams
The obtained results are compared with the experimental reslts
or the empirical formula in order to discuss the quantitative va-
lidities of the present analysis. Q4

I. Outlines of the Present Finite'Element Code (I]
The present finite dement code for the quasi-static large 02 0

- Mageedeformation analysis is based on the following algorithm: 1) in- 0 eset-serit
cremental theory by the updated Lagrangian approach 2) zero . FEM
normal-stress projection [2] 3) orthogonal hourglass control [3] 4) 0
additional stiffness resisting in-plane rotation (4]. In the present 0 01 02 03 4UH

formulation, the updated Kirchhoff stress increments calculated Fig. 1 Mean crushing stresses of axially compressed square
at each loading step are transformed into Jaumann rates of Eu- tubes
ler stresses. 'Zero normal stres projection' is the technique to
maintain the plane stress condition during this transformation. -

It should be noted that the experimental true stress-true strain
relation must be used as the constitutive eqiation.

2. Crashworthiness of Axially Compressed Square Tubes [5]
Finite element analysis for crashworthiness ofsquare tubes

under axial compression has been conducted. A square tube un-
der axdal loading collapses with a progressive budding, but it will
cost too much to simulate this phenomena directly. Therefore,
assurning that progressive bucldings occur simultaneously on the
tube, the mean crushing stress for a unit periodic area of buck- Fig. 2 Axially compressed square tubes
ling patterns has been calculated with a minimum computing
cost, In Fig. 1, the calculated mean crushing loads expressed
in terms of the tensile strength are compared with the experi-
mental values for various thickness to edge length ration. The
bold line in the figure is the empirical formula given by Magee
et a. (6]. The calculated mean crushing stresses are about 25
% smaller on the average than the experimental values. This
difference is caused by the above assumption as well as the limi.
tation of 'thin walled assumption', because the crush analysis is
always accomparued with fairly larger strains than those in the Fig 3 Calculated crushing deformations of axially compressed
ordinary ultimate strength analysis, llo~yever, there is a good square tubes
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3. Ultimate Stezt of Tuui_~a0r'd t6llH-bernCoanec-
tionsJ M

influences of a di isterthckness'ratiliof a circular-col- -- e
.nninon theultiovti strength and the:clfpse inode have been

stde.Dim8e ISO and bomrdiry conditiohes for the calculated .
connection are shown in-Fig. -4 and Table 1. Calculated four
specimeus have diffeirent diameterthicknessrati6s for the col- ..-
umn. 'The alf regvion of the connections-was subdvded into 2 ~
elemegnts. The caliulated load-diacemient curlves are shown in 1/

Zig. 5.The isredicted maximumI loads by the empirical formula ,

18] for Ca.'l and~-2 are 34A tons and 47.9 tons respec- ~
tively which agree well with the calculated values, in Fir. 6 the His lis

caculated collspo.modevStas shown. Depending-on diameter
tickness raties, the four specimens have collape in different Fi.4lburconmtH-emcncio
modes. In Case I and 2 where'columns azi relatively thin, !jze-
circular columns locally.buckled.; In Case 3, both the flanges of
the H-beama and the circular column yielded at the same time. C. is

Therefore, it can be said that the stingthof the circular column r
and theil-beams arcwell balancedin Case 3. In Case 4where -

the column is relatively thick, the torsional-flexural buddling with sIaC.3
a local buckling of the flanges have occurred, while the colmn .i.r.

has deformed little. The present miethod would be usefuf for the 42

optimal design of these connections. C .

4. Reinforcement Effect on Transverse Collision of-Box Beamns

The reinforcement effect on the transverse collision col. '

lapse of box beam has been studied. A spot welded(Csse 3) * ss s i* r 0.
or a line welded(Case 4) reinforcement plate is attached on the
colliding surface of box beams arnd their strength has been corn- Fig. 5 Load-displacement curves for the connections

* pared with that of box beams with no reinforcement plates. The
loading apparatus and the calculated box beam are showfi in Fig.-
7 and Fig. 8, respectively. The box beams are assumed to col-
lide with a rigid circular column at a npeed of 25 lou/h. In this

o section, the quasi-static algorithm used in the former sections is
extended to tht~dynamic transient analysis based on the explicit
time integration scheme. In addition, the influence of a strain
rate is taken into account by the elasto-visc~splastic flow theory,
and the nodal degrees of freedom are shifted from the element
mid-surface to the outer surface at the welded points. The ob-
tained load-displacement curves are compared wvith experimental

(a) Case I (b) Case 2

Tsae -1 Di=en of etcaruhed resseetis

Co(co.D m,, 0 D, 1, r, A V
21n). (ec. o O) (em) (m

Coast 1309 055 2920 9.372 1.52 1 345 142S
CWa 2 41.93 0.70 20.5 0.483 1.93 3.38 14.2
CieS 20 LO 3.45 2r 0 -t 4 0 0 ISMS2
Cwa4 11005 30 31.65 207 8.2 223 04.32$

*rR(D, ,412(c) case 3 (d) Case 4

Fig. 6 Collapse modes for the connections
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maximum loads in Fig. 9_ It is obvious that the present analy- orta
sis explains the difference of the ultimate s'trength of four tested
specimem.

5Concluding Remarks -

Th iiirclrsit or higbly.non~hnear behaviors of s

stiel structures lubjeited to large deformitiora have been briefly
dsrbdItiobvious tAi h finite element code developed in

deibd Iti -hth n 7
the present study cant be a powerful tool for the basic study of
itrush phenomena as iell'as the o6ptimum design of actual struc-
tuzal conmponenti Other i~sults are published in [11,(5] and [10].
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NUMERICAL ANALYSIS OF TECTONIC DEFORMATION BY MAGMA-
IN7RUSION- AND PREDICTION OF VOLCANIC ERUPTION

HITOSHI KOIDE RYOUKICHI HAMAJIMA
-Geoal Su ,f.pan Saitima 'University
H 1-1-3,Tfuiiba 255 ShimookuloUrawa
Ibaraki 36,jalan " Saitania 338 alipis

TADAHIKO, KAWAIl and MANABU TAKAHASHI
Science, University of Tokyii - Geol gcal 'Sinvy of fapan
1-3,Ksg srazaka,Shi ,jhs . - Higashi' ll-3,Tsukuba
Tokyo 162,apain - Ibarak305,4apan,

AbstractNumerical analysis by discrete mode lswas used higher aspect ratios (that is dike-like magma body) and
to reveal the shape. and depth of uisdergroiznd magma extend upwards forming fracture zone of funnel shape
body from pattein of groujid movimcnt of the Izu. (Fig 2). The calculatd vertical displacement of erth's
Oshima voicano, Japan. Measu remanj of areal-pattern 6 surface indicates that a simple dome uplift is formed over
ground movemment of volcanic" suiface is useful for tracing, a circular magma body, but that a central trough.like
of underground movemcnt of magria-boy and for depression with flank uplifts is formed over magma
prediction of v'olcanic eruption, bodies of higher aspect ratios(Fig.3)

I INTRODUCTION

Discrete models are suitable for numerical simulation.-of
-tectonic deformatioa of the Earth's crust which is
essentially discoritnuous with faults, joints and various
boundaries of rocks. The Japanese Islands locate nert 0
boundaries between major plates:Eurasia plate,
Philippine Sea plate, Pacific plate and North American Fig.I Model for calculation of magma intrusion.
plate. Active interaction between plates induces frequent
earthquakes and volcanic activities, in Japan. On the
November 15th, 1986, the first volcanic eruption since
1974 started in the summit crater of the Izu-Oshima
volcano, Japan, Earthquake swarms, volcanic tremors,
etc. signaled the earlier subsurface magmatie activity, but
the subsidence of chtral surface of the volcano
prevented the, short-term prediction of the eruption as
people believed that upraise of subsurface magma body
induccs upheaval of ground, only.

In many cases, the inflation of central surface of volcano
proved of the most reliable precursor of volcanic
eruption. However, Koide and Bhattachaii(I975)

,pointed out that tock mass could be depressed in the
central ares by the increase of magma pressure above the
magma body wfhich has long-vertical depth with narrow
horizontal section.

D NUMERICAL ANALYSIS BY DISCRETE MODELS

In this paper, the authors applied the rigid-body-spring
method (RBSM) by Kawai(1980) for a realistic simulation
model of tectonic effect of subsurface magma inirusion
where differential movements along fractures have vital
role for deformation of the crust. In the two dimensional
calculation, an elliptical hole is assumed in a rectangular
plate(Fig.l). The wall of hole is applied with magma
presure. At the start of calculation, magma pressure is ' h'i,.,

equal to the lithostatic pressure it the top of magma Fig2 Extension of fractures(h-100mb-200m)
reservoi. Then, magma pressure increased step by step around the magma intrusion. Waved lines indicate
wsth the rate of 0.5 Mpa. The aspect ratio(b/a) of magma tensile fractures and thick lines denote shear fractures.
body were taken as 1, 5 and 10. The results of calculation The numbers in circle indicate steps when fractures are
show that fractures start at the top of magma body of formed.
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- Fig.4 Sketch of vertical displacemnsct of volcanic surface
due to a subsurface dike.like- intrusion -calculated from
the three'dimensional RBSM model

Iil n.,,I I C ,,*ui

Fig.5 Extension of fractures around a dike-like magma
Fig.3 Vertical displacement of surface over subsurface intrusion estimated from the three dimensional RBSM

magma initrusion(h=100m,b-200m). model.

l TROUGH-LIKE SUBSIDENCE AS INDICATOR
OF DIKF-LIKE MAGMA INTRUSION

In the lzu.Oshima volcano, trough-like subsidence during
the time span which includes the eruption event, is clearly
shown from the comparison of leveling,.dta. The result
of calculation indicates that the width of trough-like
depression is nearly twice of the depth of top of magma '

intrusion(Fg.4). As the width of trough in the Izu-
Oshima is about 4 Km in the niarrowest part, the top of
magma intrusion is expected at the depth of about 2 Km
in the south-eastern part of zu-Osiima volcano(Fig.5).
The maximum subsidence of about 30 cm is expected by
the magma pressure of about 6 MPa(Fig.6).
The results of three-dimensional calculation, also, clearly

indicate that the trough-like subsidence in'the zu- Fig.6 Model of graben subsidence over a large dike-like
Oshima volcano is a kind of "keystone graben" where the magma intrusion in the Izu-Oshima volcano. The upper
trough depression is formed ,by splitting of rock-mass by diagram shows the vertical displacement measured in
the intrusion of dike-like magma wedge(Fig.4,S). the Izu.Oshima volcano with the theoretical curve
Therefore, the subside'nce of summit of Izu-Oshlna where the magma pressure is 6MPa.
volcano indicated the surface intrusion of magma and
increase of mana pressure, that is, the su6sidence is also
the precursory phenomena of volcanic eruption in some
cases. REFERENCES

1Z CONCLUSION Kawai,T.(1980):Some consideration on the finite element
methd,lntJ.Numerical Methods in Engineering, 16, 81.

Numerical analysis by discrete models is used 119.
successfully to simulate the formation of Keystone graben Koide,H. and S.Bhattachatji (1975).Mechamstic
by subsurface intrusion of dike-like magma body beneath interpretation of rift valley formation, Science,189,791-
the Izu-Oshima volcano, Japan. Measurement of areal 793.
pattern of ground movement of volcanic surface is TadaT and M.Hashimoto(1987).The 1986 eruption-of
effective for the prediction of volcanic eruption, only with Izu-Oshima and crustal deformations, The Earth
adequate numerical model for magma intrusion. Monthly,9,396403.
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[ APPLICATION OP DISCRETE LIMITANALYSIS TO REINFORCED CONCRETE BEAMS -

Tadahuko kAWAI, Masitosi UEDA, Norio TAKEUCHI. liarunon HIOUCHI, Hiroaki KITO

Selene&~ Univ. ofTokyo Takenaka C. Meisii Univ. Abz.Kogyo Co. Osaka City Univ.

ABS'fRACF

Reinforced concrete beams subjec to shear fracture were analyzed by a newik..a i

discr et.- limitlanalysis method, A comparison was madebrtween the rulte for

the failure mechanism. failare proces and maximum strength obtained thrugh -

analysis, by two types of i ncremeintal load methods,

I. INTRODUCTION

A family of new discrete models were proposed by P~rof. Kawal its 1977 on the .
basis of the experimental evidence for solids under the ultimate state of loading [ 11. Pig. I Stress-Strain Relationship of Concrete
These models. nanmed RBSM. consist of rigid bedie and ls'o types of connection

springs, one of which resists dilatatioi5l deformsation, w)hile the other resists shearnii.~
deformation. 0~c~.

The failure mechanism of reinforced concrete structures is complicated and it is (D) *.w5O~

extrensely difficult to analyze their behaviour using existing ainalysis methods,

whch ame usually based on the continuum mechanics approach. The authors have 0 0 GI (D) Wi 0

beenenigaged inthearialysis ofvarioustypes of reinforced concrete shearewalls Fez Fa1
using RBSM'S of reinforced concrete elements[2,3,41.

Modifications am required, in the analysis algorithmn for the incremental load

method in analyzing deep beams, for example, in which the shear cracks in the

concrete form severe fracture mechanisms. There ame two types of algorithms for rig. 2 Yield Failure Surface

the incremental load method. ' One is Macasn nsethod, in which the ii

unbalanced forces am redistributed during the iteration. and the other nai

is Yarnadas method, in which the yielding, failure and unloading amre ~ I Ai

judged for each integration point. In this paper, a proposalis made for c
a new incremental load algorithm, which is that of Yamada~s methd At

modified to accommodate cracking and recoutact. and the realts of the R iiCWn~y5

analysis for a dorp hears using the consstitutive relation for reinforced 0 FSN I. 3 ) Caclton of Increenta Load

concrete obtained with the previously developed RBSMus ame compared Fg aclto fIceetlLa

with test results to show its validity. lot 20M )t 20

2.STRESS-STRAIN RELATION OFCONCRETE IIi n tl~

Tie stress-strain relationships of concrete in uniaxish compression ~ ~isssixns5suivwsn
ame approximated by a Iilinear curve as shown in FigIl. The stresses at

the first and second yielding levels are Fc/2 and 0,95Fc. respectively. Fig. 4 Reinforced Concrete Beam Used in Analysis (Unit cm)

lisa temsiots-stiffeug effect is also taken into consideration. Table I Concrete Material Constants (Units. lsgf. cm)

The failure Surface of concrete loaded in its triangular plane is ITn9P-s I s PS 1 a iss 1 E. IP- I-
divided into 7 regions as shown in Fig.2 according to the states of Fi- 2il 03 51 5 ti

5  
55 5

stress. Stages 2 and 10 ame decided according to the sorsal Strain a Table 2 Reinforcement Material Constant (Units. kgf. cm)

strain between the element boundaries is assumed to reach the constant -Ei ,
T-k ~iRiis55std 21t'10 311230 4072

value ̂ a, and the spring value of the boundary is then replaced by zero cswouseiosxo 21-is sum axas2
at the stage of shear fracture. tssusss~n 2ti 1-10! 22$0 _ -30-10
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3. ANALYSIS ALdORIfIhM -

-Whens stress is released by cracking and crashing. the forceIA'IIf f r- IIII
released inay in turiicusecracking. eompressionfiluia and4
slips. Here a proposal is made for an algorithm, which is a J.4, *r
modified version of Yarmada's incrensental load rmethod and ni L I ]l
which-can add, the released fercid to the remaiinink load, while-
counting the load andcansmltarronsly take account ofslip
failnre, crackingaisd compressioh failnre. As shown in Fig. 3, P~u.r(v5ito5(u

the minimum load increase r- corresponding tovaoufale(isur5reuir4n5 (1ea.2(usn, iwsvdet I
conditions atla given load increase P is obtained sod the released. ig. 5 Relasion between Working Load and Deflection at Span Cesere
focFis added toilseeremaining; load.'The reining load at
step n, is expressed by, the following equation.

P +..... I. L

The process is repeated until thre given load increase P and
the released force are all used up. -(s nt)t6 .inrv2

Fig. 6 Deforniation Mode of Model I around Time of Collapse
4. NUMERICAL EXAMPLE (P o16 tons, 1/2 Zone)

The deep bean test piece models, Models I anid 2. with sod
without stirrups were analyzed by two types of incremental load I
methods, the normal Macara method (Algo. I) and the method
proposed here (Algo. 2). The material constants used, in the
analysis are given in Tables I arid 2. The load-dlsplacment
relationships for Models l and 2 are shown in Fig. 5, It can be
seen from t figure that the differences between she incremental 0 siuss t.O*utori swsruve B.,,)

load methods originate in the cracking uone and the proposed = 1 o.iinj
algorithm (Alga. 2) gives solutioms that correspond well to the I

failure load maxPextp obtained in the test. The deformation mode \ *
of Model I around the time of colla.pse indicate that the results /
obtained with Alga. I diverge from the test results near the
centre of the span (Fig. 6). The failure characteristics at she

formiation of the resistaince, mechanisms in the deep beans is
well represented in both Models I and 2. Fg alr oe

5. ONCUSIN . YawasT, *New Disrete Stn~itural Mo~ies rod Ocrieratnoof rh

Norwegian mntute of Ierhaogy,Trontli.p' 85.506. 977
Is was confirmed through analyses of the behaviour of 2, Ueit~t Takeashi.N and Kaww.T., "A Disco Loii Anatsis of

reinforced concrete bem uinseg RBSM's that they are capable Reinrorced Concrete Sursciarrs". P'roceeding of rho lntersutional

of closely representing nmaximuns shear strengths and failure Coterece son Comrputer Anded Analysis anti Design of Coucretr
Sirucrures Pars Ut. pp.1369.tSSS. Sept t984

characteristics of reinforced concrete strictures, In particular, 3.ttdaIt. and Kawar.T., Tvultssn eta Discee Linu Analysis toaihe
when combined with the analysis algorithm proposed here, Reintetd Cunte Shear Watts, Scrnu oViseElenrnAnaiysr

it was made possible to early out satisfactory evalation of thse of Reintifoted Conire Srsniawres. ICIpp,287-294. Ntay 1985
conditions surrounding the progress of failure such as th 4. Ko5.T. Ueda'.t and tcawai.T.. Tiutmear Anatysis of a Reinrorced

Conerete Shear Watt by RBSW~.Transar sfJCtpl449-456.
occsurrence of released force due to cracking and recontacl. Vol.?. 5985
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APPLICATION OF THE RIGID BODIES-SPRING MODELS TO THREE DIMENSIONAL FRACTURE'MECHANICS

'Atsushi KIUCHI*,,Tadahiko FAWAI- and Noriyuki SUZUKI*-

*Plant, Engineering,&,Technolog Bureau, Nippon Steel Corporation, Otemachi 1, Tokyo, Japan
-**lstFaculty of Engineering, -Science University of Tokyo, Shinjuku-ku, Tokyo, Japan

lAn -The Rigid Bodies-Spring Models (abbreva- tal tests Of the standard compact test specimen were
ated as, the RBSM hereafter) are applied to the carried out. The calculatedplastic region around
phenomenonof crack growth in the three-dimensional the crack-tip with each yield condition, the Von
field and demonstratedthe effectiveness of the mod- Mises' type or the Mohr-Coulomb's one, was indi-
els. The potential fracture criteria for the stable cated in Fig.l. As far as the calculated plastic
and unstable crack growth are discussed. Then nu- zone is concerned, the Mohr-Coulomb's'type shows
merical examples foreach fracture problem are pre- fairly good agreement with the result [31 [4] ana-
sented. lyzed by the FEN and is considered more suitable

I. INTRODUCTION for this kind of problem.

A family of new discrete models named as the
RBSM, which was proposed by one of the authors Kawai
in 1976 (1), has been proved to be effective and V0,1MIMsstypo M0ll-Coulmb'tp

suitable especially for analyses of nonlinear
problems with large plastic deformation. With respect
to the constitutive law of-the connection springs,
it is believed that the Mohr-Coulomb's law is the
most suitable criterion for any material if the size

of the elements is taken reasonably small accord-
ing to accumulated results of numerical analysis. Fig.1 Calculated plastic region of crack tip

In this paper, the practical application of B. Criterion of at-able crack orowth
the three-dimensional RBSM based on the previous
work (2) is presented, and the potential fracture The criterion of the stable crack growth in

criteria are also discussed.The stable crack growth ductile material was obtainedby comparing analyti-

in an arbitrarily shaped initial crack and the cal results for the previous test specimen with

unstable crack propagation of brittle material are experimental ones. First, the load at which the crack-
simulated using these critexia, tip started propagating in the experiment (a big

inflection point on the experimental COD-curve) is
11. OUTLINE OF THE RBSH denoted by Pa, then the maximum strain around the

The detail of the RBSM has been already de- crack-tip in the RBSM analysis for the specimen at

scribed in the previous paper (11. The outline of the load Pe is defined as the criterione of the
the theory for the three-dimensional problems is stable crack growth (Fig.2).

as follows: 010W
For the 3D problems the tetrahedral rigid ele- -0 -

ment is used.Each element has 6 degrees of freedom
at its centroid, which are assumed to be infini- O 0s;
tesimal. For the analysis of crack growth, the tensile
normal stress or strain is employed as the crite- I

ron parameter. 00W

III. NUMERICAL RESULTS 00i

A. Constitutive law And nlasti recion Oow 40
0 1 5 3 4~ P 8

In order to achieve an appropriate constitu- (o
tive low for the RBSM, the numerical and experimen- Fig.2 Criterion of stable crack growth
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C_ Simulation-of V-shaped Crack Growth Mohr-CoulombIs law may be more, suitable, than the

in orderto verifythe generality of the con- Von-Mises'. The cutting criterion for the springs

of the RESMia obtained by analyzing the compact
stitutive law and the criterion, a V-shaped ini-

test specimen itself, and the effectiveness of the
tial cracked body with the tensile loading was criterion-is verified in- the application to an
analyzed. The crack growth was simulated in.the arbitrarily shapedcrack. In an application to
elasto-plastic aialysisby cutting the springsof aicrack propagatio n i atrial, te

which-thedynamic crack propagation of brttle materal, the
criteon erived sin re d the lastsubsectionF simulated crack propagation is in reasonable agree-
criterion derived in the last subsection. (Fig.3) ment with the actual, crack propagated in the resid-

ual stress-field of thewelded plate in awater vessel.

Crack 1WtI (DYA-n*W tyss of th. tack

Fig.3~~~~- talulte crckgrwtfo
V pinit/ial lc Ae

Fig.4 Simulation of the dynamic

12 Anneiation to Dynamic Crack Pronaaion crack propagation

A dynamic simulation of unstable crack propa-
gation in the actual water vessel was carried out. REFERENCES

At first the residual stress distributionof awelded l)aa,.ANwDsrt oe o nlsso
plate was calculated by using the general purpose S4dMealsPolm, ora fteSla

FSoli Mechanic Probems Jound ofe othene restswer
FEMproramMAR an thn otaied esuts ereKenkyu, institute of Industrial Science, Univer-

converted to themesh subdivision for the RBSM-shellsiyoTkoVl2 N.(97 08
model (5). Brittleness of the mterial was so strongly (2|)Kikuchi, A. et al. -.The Rigid Bodles-Spring Mod-
evident that the normal stressOn was employed for els and Their Applications to Thre Dimensional Crack
the criterion of the fracture and the critical stress Problems, Comp. Mach. Appl. Mach. Engng, (to ap-

value Cc was determined in the same manner as the pear).
previous subsection. 13JAnderson,1. :A Finite-Element Representation of

Fig.4 shows the numerical results of the crack Stable Crack-Growth. J. Math. Phys. Solids,
propagation. An initial crack existed Along the right Voi.21(1973), 337.
side of the welded rectangul ar plate and the spring j4jMiyamoto,H. and MiyoshL,T..Elastic-plastic
at the inital crack tip was cut by force in the Analysis of Crack Propagation, the 50th Annual

beginning of the transient analysis. The simulated Meet.Lng, Proceedings ot JSME. No.730-2 (1973), 179
route of crack propagation corresponded with the (in Japanese) .

actual one. (5]Toi,Y. and Kawai, T. :Discrete Limit Analysis of
Shell Structures (Part 4; Finite DeformatrnAnaly-

IV. CONCLUSION
sis of Thick-walled Shells), Seisan-Kenkyu, Voi.34,

Aiming at the practical applicatSon of the RBSM No.8(1982), 19 (in Japanese).

the constitutivelowfor the three-dimensionalcrack

problems is discussed. The calculated plastic zone
of the crack-tip in our results indicate that the
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The Limit'Analysis of Tapered Structural Members and Frames by a Discrete Model

NOGANI Kuniei
Departmentof Civil Engineering
Tokyo etropdlitanlUniversity

lachio>j i-ci ty,Tekyo l92-03,Japan

Abstract-this research aimed atz the development of a- 6I ft - I. (j)
discrete model for limit analysis of thin-walled members
and frames. This model, having both geoetricalF and,material for the same state oi deformation, where 6 1I. is the

nonlinearity, can deal with large deformation analysis. As, virtual cork as a continuum.

a result, It was shocn that the new discrete model was able When a member is in an elastic state, it is assumed that

to easily determine the development of a plastic region in a the k-th axial spring takes charge of the partial cross-

cross section in a load carrying problem, and it was able sectional area Aiu and'is attached to the center of

to consistently trace the equilibrium path considering from gravity of the grid. At thistime, the-axial spring constant

the stage ofelastic deformation to plastic collapse by is set according to

numerical example. KbnxEAik/Si , (2)

I. INI DUCTION where B is the modulus of elasticity and Sa is the length of

spring element i.
Recently, many different procedures have been widely used The torsional spring constant and the shear spring

for the discrete analysis of a continuum, but finite constant are given as follows respectively.
element method hasbeen accepted as the most powerful
analysis method available, K,i"G J/S (

On the other hand, there Is the rigid-body spring model as K(3)KGA/Si

the limit analysis proposed-from 
the standpoint of a

discontinuem " 
. 

The 11051 assumes the structural system',to Where G is the elastic shear modulus and J is the torsion
comprise rigid bodies and springs, and enables easy constant.
formulatation the geometrical and material nonlinearity and For the treatment of this model in an inelastic region,

determination of the development of a plastic region, the following assumptions are introduced:

This paper proposes a beam-column model which consists of a) Thu yielding of materials is to be determined only by
the rigid-body spring system. The ultimate strengths of, the axial stress. the effect of shearing stress is eeglected.
tapered steel members and frames have been calculated by b) The stress-strain relatioship between a hysteresis
this mdell

'0 1 
. type body and a perfectly elasto.plastlc body Is used.

0 An linearized residual stress distribution is used.
II. NEW DISCRETE MODEL d) The bending and bending-tornional rigidity must

conform to the tangent modulus theory. Also, the torsional

In a rigid-body spring model, amember Is divided into a rigidity of St. Veoant must conform to the plastic floc
finite number of elements, and the elements themselves are theory.
assumed to be rigid bodies. The neighboring elemerts are

connected with a spring system for resisting the relative V. LIMIT ANALYSIS OF TAPERED BEAN- OLUKNS

motion on the boundary planes; In addition, mechanical
characteristics are given to this spring system. When solving problems dealing with a tapered structural

In this report, the author proposes the rigid-bar element member, generally, the member is divided into several

model, sia shocn in Fig.l. This model utilizes a spring elementa and treated as a collection of elemenets of uniform

system composed of axial springs as a distributed spring cross sections.",hen the member is approximated by elements

system, and the torsion spring of St. Venant and shear whose cross sctibais change In the stepwise manner,

springs, arranged in horizontal and vertical directions, as RBSJ can basicaliy be treated in the same manner as the

a concentrated spring system. In order to take warping procedure explained, above. As shown in Fig,2, since the

deformation into consideration, the assumption of rigid mechanical characteristics of the cross section of each

elements was partially rejected, and unit warping aw was element of the tapered member are replaced cith the spring

calculated as a continuum. constant of each "sprintelement', the elements of tapered
t, t., members car, be considered to be equlvalent to the elements

of uniform cross section found between the centers of
gravity of adjacent rigid elements Inclusive of the spring

~~ systems.nec

inS.

Fig.l ligid-bar element model

The determination of the spring constants should be Flg.2 Spring element of a tapered member

carried out using the energy principle, and It is suggested As the method of changing the cross section, a tapered

that they be selected so that the virtual work6llu by the member chose mub changes linearly in the direction of the

spring system given In Fig.i becomes length of the member was evaluated. As a variable parameter,
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micium ros setio totha atthe axiem ros setie, wth "2.e. te yeldloa ofI',' ~~l.d~F

the web height ratio T , the ratio of the web height at the The tower consists of a monobox-type mmber(llS x<17O '6m)

was used. The critical lead calculatedhby the present model, the
As as examtple of practical calculation, the displacement experimental result and the value obtained by the

relationship of- asimply supported beam-column wi th-a difference method are compared in Fig.5. The F- 6 curve
rectangular'cross section subjected to monoaaial bending. obtained-by the model agrees well with that obtained by
Here, y -0.5, M- 0.2Mv (plastic moment), andresidual difference method; they are represented by a single line.
compressive stress distribution orrcu 0.40w 'wei uied. The hoerizontal reactive force of the cable obtained esing
The number of elements divided-was,20. Ueder-th~sci the model in'terwsoef abselute values eas smallfer than that
conditions. the results shoes in Fig.3 were ehtained. ebtained experimental Jy. The tendencies of the hehavierof

the F- 6 relationship as determined by calculation and
a thory were essentially identical. Also.,the critical, axial,

u'-o2n e -- P force, P,,-/P calculated using the model -essential ly
0.4 i ' nj agreed with' that of~theexyeriweotal result.

/ nfng.,
?lidff5  -e-n 0.4

0.1 os oe0
A/h , 0  1

0 0.000Eflh5xt

Flg. Defermation benoviour of tapered hesm-cnlxms 1

The dotted line In the figuer shoes the results for the uoY ieADEM eeF
meber whoe cross section was the same as the cross sectixei
of the central segment of the tapered member. Compared with -002
the tapered meber. a bitgh critical load was obtained with
the uniform bean-column. This can he explained by the fact0.2
that nonelastic behavior develops earlier In the tapered 1-
meher than It does In the uniform member. Flg.S P.F- 6 carves

IV. LIMIT ANALYSIS OF FRAMEUS, V. CONCLUSIONS

In the case of the rigid body spring model, first, the Thu results ef these analyses are sumerized as follows.
model 1s constructed by assuming plastic hinges which can (1) When spring constants are determined by applying the
accommudate the possible range of plastic yield of the variatien principle, there is a possibility of the spring
atrecture and by providing mechanical characteristics to the system model becoming teo stiff or too flexible. Ho~wever.
spring system at the bi.,ges. the rigid-bar element model can uniquely select spring

As a practical exampl. a problem of the ultimate strength contants.
In the direction of the span of the main tewer of a (2)l'er ultimate strength problems of tapered structural
suspension bridge Is presented. the main tower receiees members and frames, the develoymenl of a yielded region in a
horizontal reactive force due to the horizontal crosn section can he easily dealt with. in addition, a
displacement via the main cable at the top of the tower; a numerical solution having sufficient accuracy' is obtained.
model sach as that shown In Fig.4 can he constructed.
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ON A LIMIT ANALYSIS OF SOIL AND'ROCKXFOUNDATIONS
;BY MEANS OF THE DISCRETE ELEMENT'MODEL

Tadahiko I(AWAI AND. 'NorioTAI(EUCI

Drp o64rsi of Elect cal Eug o. eptuo uICiil £siens

Abstractl Basing on the exp~riiental eviaiace of solids under the un m(Ux V1 0t)y, ra2 i(U2 V1a 02), 6 (6, 6.),
ultimate state of loading, KAWAI proiosed'i famnily of new discrete
msodels In 1976. These models consist of xisidlodies and two type of 2  -11 t tii, tc
conniection sprI!gS, one Of which Xtesit~t diltational deformation,-2 -m (Y)m(ztJ
while thu uther shear deforruati6n.-lu tin pa'per, a ,pplication of these B s2 

1~ t l~-~m~-
models is proposed to soil aird lock osechanics. I 2 -xyp+xco)

1.INTRODUCTION fmconnI c(ytr csynr 2 mn~7p

To consider the unit and rock materi als as continua they ate gener. On the Other hand, the following relation ale obtained foom the
ally too nonuniformA, inhomAojteo$-and ewx to $UP internally Winder definition of the spring constants:
applied 16ading. The finite elieet risethod treat the nod anid roch
masses On the continuous materials. On the other hand, the simplified a=D26 (2
method is a practical hut rather crude method which has been devel. '
uped by Ingenious use of elasticity and plasticiy theories becaune thi o.m(rg i,)' , D 0 k.~
sitess field Is determinted withut coisideratino en the displacement
and strA hyrtere~i$. k,,= R i

Considering tuck a status of existing methods KANVAI proposed a (I + v)(l - 2v)h FI T -77
family Of ne. discrete models. Ink these models structures or solids where h - IIt + A2 1s the pTojecte length Of a Vector connecting
are idealzed as a set of rigid elements interconnected by two types of centroids along the normal drawn, and rv and o., is tangential and
spring system, one of which r'esist the dilatational, the other shearin normal stress respectively.
deformation, Therefore sliding or separation of two adjacent elements Basoing on the above preliminaries, the stress energy ex(pression Of
can be made easily. the lnk-plane element V can be obtained as the following-.

lin case of the granular materials lufiuince of crack initiation due to
tensile load Often can not be neglected. In view of this, present as. .1 (6'- 6d.!u (Bl-Bdu, (3
thors developed a new algorithm which may be applicable to analyre 2~J 11 . f~r~ , B DBdn, )
the coupled failure of solids due to Slippage, tensile cracking and solids Applying Castighas's theorem, the followig stiffness equation can
Contact. In this paper Application of these models to analysis of foun. be derived:
dation structures will be attempted and the general method of discrete
Eimit analysis will be described with some verification enromples. 0= = .U~ 4)

Z.FORMULATION OF TWO DIMENSIONAL RBSM ~ (tYt 1 XxM) =o~t$lte,2

Pot simplicity, consider two dimensional rigid triangular element nf where K is a (fix 6) symmetric matrix and P' isa nodal load vector
RBSNI as shown in Fig~l. They are assumred'to he equilibrium with
exteral loads anda reaction forces of the spring system which Is dis- &.CONSTITUTIVE LAW
triliuted over conaIct surface of two adjacent bodies.

In the IIBSbf, present authors considered that reaction stresses in-
1
00 A' docWe are not tensor but vector, and consequently Coulomb's condl-

A(3) tios may he most realistic conotitttiv law for such a diicrete system
0(61-A() (6) A representing granular materials. In case of the granular materials Isle

f ,, . D soils, it is commonly observed that normal strees is relleved as son as

C~fij it reches 0#s as shown ix Fsg 21

(a) before deforurstinri (h) after deforratlion

Fig.1 Two dimensional rigid triangular element

Rligid displacement field is assumed in each element, whose nodal 7
displacement are gives by the displacement (u,) of the centroid as Firg.2 Streoss-strain relation
showen in Fig 1. Therefore, the relative displacement sector 6 of the at the tensile failure Fig.3 Moudified Coulomb's condition
arbitrary point P con be derived as follows:

2 Consequently the yield condition of soil-lke materials can be modi-
6 = B.;j 1) fled as shown in Fig.3.

.0 Pot determination of npring constants in nhear failure plaztic flow
rule is adopted.
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4.PROP6SED ALGO 1RITHM' -

A ewaloitr ispoposed by app lying t he inicremental loading rt.- *as ( -r))

preuedevelope by YAMADA, In Yar~da'a method, recesary The calculation most berepeated Until r,,, a tin each state of'
rate of the load [oclemoent to yield the moit heavily stresoed elemrent loadiog. Fig s shiowo outline of the flow diagranm of the proposed alga-
cas be calculated by stress distrihutioA anid load iocrement at the rithni
sresent stage as shown ilk Fig,4. Prrs ithis c6sdition the reqoired rate

of load incremsent x eaok he calculated. Once the stress point lies on ~r
the failure carve, it may ruse, according to the plastic Rlow role untrils tosi
the uinloading occurs, SoTt tp or tr oAre

xrcte tAors IS 11

0~~R 1,1 COO tstM

Aa $hea noo (boesiefalr t .ceI

Fig.4 ltat6 of load increment ST-. . 1

Similar calculatios most he model in, case of the teosile fOno as
shows it Fig.4. All the possible rate of load iscremesut corresponding Atlt 0
to (&alt patterns should he calculated irk 4ll the elemesnts and the Abor to0
minimoes rate of load increment must he:letermined at each ttep as ceLoF Sicro roLar roM
the sate of load Iscrement correspondirg to the nest step.

Stress relaxation Is usually follows by the tensile failure. If .mada's .s.,.rorr
method is applied ts this stress relalidon process; exactly, endless cal.
colatlos should be ispeate cotespondinglo the tenotle faiute which t
May Occur OsslDosolyr

Ihe load Pi'11 at the (i+I)th step coo he calculated by usirg load
Pi and rate of load inclement s ' at the prestnt step (i) as follows, Fig.5 Flow diagram of the present algorithms

m.1 (I - r.)P' ( I) &.NUMEICAL EXAMPLE

Therefore, In case of shearing failure, residoal load P* at the ni,% Fig 6 shows the numerical model icr a aeker block aed material coo.
step coo he obtained by usisg initial load P as, follows: stants used, In the preset analysis effect Of the gravitatiosal load was

.- neglected. The borizontal load at the anker block was applied lo step
P, = ((I - C,)]P (To =z 0) ( ) by step mannofner taking %he incremental as lot, lot, St, St arid It.

.. 0 Fig?. shows the Slip Elo pattern ef uhe solntioo at the Step 5. In this
This 4s the same result with Yamada's method. figure it can be seen that not soily ofip lines hot also tensile craching
On theothee band, ifstress relaxation wilicaosed by crack initistion, may spread Oo the flont region Of Zagiven block and mray he consid-

relieved forces are taken into account as follows. erably different from that of the previous solution, the displacement
mode corresponding to this Step are, Shown ink Fig.& From this figure

- r.lP+(fl(t~r)l~ai)Separation of the soil on the rear wall of block can he tees,

'.s aW .. k I.CONCLUSION
where F' is the relieved force as ki,& step.
liei rl~." implies the cumulative rate of load increment and it can A new algorithm wasdeveloped by which coupled failure dnoto shear

be definied as follossj and tensile loads can he ureated, Although a numerical essAmple is
very simple, itsis believed that the present rnethvd may be useful to
failore analysis of various soil and roch engineering pxohieros

- ,:n. us

FigS6 Numerical model and material constants Fig.l SllP loe patern Fig 8 Displacement mode
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-ON THE SIMPLIFIED DISCRETE LIMIT ANALYSIS
-FOV SLOPECSTABILITY ANALYSIS

Tadahlko ianal Tel iada

ScecPro vrij.o oy Engineering Research lastitute.Sato logyo Co. .Ltd.Sil ~ virity f Tkyo47-3.Sanda.Atsct;i.aragsua 243-<i2.Japan1-3.Kakuraza.Shinzyuki.Tekyo) l6i.Japan
Norio Takeuchi-
Associ~te Professor
Meisel University'

2-l-l;Ilddkubo.Hino.To1Cyo l9l..lapan

Lbstract-A numerical' procedure for the slope 61btaicod.
i:tability analysis which combins the slico method (4) Driving forces are calculated from theIn RBSMI-s shown in this paper! weighr of each slice element.
Feaizure !i Ahe present method Is as follows: (5) As shown in FIg.2. surface stresses (0.r) -at

(llPlastid ork is-evaluated only along arc. eac integral1 point ace computed by the
(2)Tensile failure Is also taken Into account. decete Ilai analysis.-
(3)Mpsh division Is unneessary. (6) The safty factor is -computed by the surface
(4)It Is designed to compute with data of slice stresses.

method. The- Safly factor dan he. given by the
l.IITODUCrIOII following equation:

Slice~methods ere, often applied when- slope
stability- problem is discussed. The Fellenius, where: c is cohesion
method is most pcpular among- slice methods, Wu sitrntfitoa
in Ihis- method the force between each piece of a Is Intral Srtres angle
slice is' not' considered. Tharefore the- mothods r is sheal Stress
-such as the-Bishop, the Janbu. the Speeex-Uae r is legtro slip ine
proposed and they are -conuidered the offcncs ofIislntoflplne
statically Indeterminate force. 'Plattic
condition. howev'er. Is niot taken Into accimu~t In (X, Y)
these slice methods. because- they are 1 sS$ on
the limit equilibrium method.I

Finite element miethod Is also used, to
analyze slope stability problems, but there w+k
some problems that definit slipe line may not he
obtained clearly and making- Input data Is
laborious work Comparing with slice metheds.

On the other hand. BSII (Rgd'oieI
Spring Model) has been preposed as a physicalAl

moe especally suitable for limit analysis of -- ;
so ld s andcby which mutual slip movement of two
adjacent element can be simulated. It's yiZ. e Laei VZ. fl, Slic. el..,,
usefulness has been duly verified by solving many
collape probrems where slippage Is considered
problems. The solution Is Influenced by the mesh 3.TgCNIQUES OF NON-LINEARANALYSIS
division and the upper hound solution is obtained
because of this specific character. Two techniques for solving non-linearA e-oerical procedure for the slope analytis are discussed In this paper. One Is thestability dnalysis which combins the slice method stress transfer method in which the tensileIn RBSH Is shown In this paper. Feature In the failure can be taken Into consideration easily.
present method Is as follows: Another Is the Yemada's method In which the
(1) Plastic work Is evaluated only along a yielding failure and unloading are judged

circular arc, exactly. In the stress transfer method the(2) Tensile failure Is also taken into account corre, ive Increment stress Is caluculated only
(3) Mlesh division Is unnecessary. by thi normal stress as shown In Fig.3. Thecefore
(4).It Is designed to compute with data of slice the stress paths of both will ho different.

metood.

2.ALORlITIN OF-PROPOSED METHIOD IE ~ r

To simplify t1i explanation of the proposed
method, the case which slipe lines are modeled by STRESS
circular arc Is taken as an example.r

The procedure of analysis is as fellows: .TENSIL7
(1) As shown In Pig.1, the region which is YCA~' FI M*h~E

defined by ahapa of slope and slipa line Is ..ifl~.
devided Into slice. This process Is same as
the 'Ordinary slice method. --

(2) Integral points(CO) are asscmed botween
cilrcle poi.lts(b).

(3) As shown In Fig2,othe degrees of freedom
are rigid body disacements (u~v,- ) at the
ceuter of gravity of each slice element. Then ~ ~
stiffnesc matrix of each slice element Is
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4. NrMERICAl XAZfARS 4.4.BIIOR O .TENS1LE FAILURE USIEG STRESS

4.1 COl ARISON OF SAFTY FACTOR WITH THE ORDINARY TRANSFER METHOD

-TkDS Book's study shows that in the case of slope
- having -a face -angle of- 30 degrees In a 'drained

'r test model is shown in -Ffg.4. In this soil with a friction angle of 20 degrees, the
case, the center and the radius of a circulararc circle center of the criticb. failure is located
are fixed. The safty factors compared with the at (0.213.1.85H) and the critical tenslle crack-is
ordinary slice methods are sJpown in Tab.l. The 'at a distance 0.11 behind the top-of the -slope-
results obtained' from this table arc summarized The result of H-10m using the stress transfer
as follows: methed within A tensile strength -is sho in
(1) The safty-factor which is computed by elastic Fig.7. As shown in this figure. - the tensile

analysis is smaller than the Fellenius method. failure-is located at P. distance 0.68a(0.O7H) and
(2) The'-safty factor which is -computed- by.' the slipe lines are occurred' from- the bottom of

stress transfer- method' is-almost-.the same as tensile failure. Because of the size of the
the Yamada's meth6d. - biadth for each slice element. th& location of

(3) The saft. fsctors which is' computed by -the tensile failure Is reasoanble.
stress transver Ltthod and the Yamada's method
are situated ,boetweco - the - Felleciis -and the
Bishop. . .-

(4) In the~case of the stress transfermethod, The
sefty factors which i' computed by plastic
within a tensile.,strength,differs little from
plastic. _

c *-c*~-a~ 1.431

4.2 STATICALLY I TEI.INATE FORCES....

Statically indeterminate forces are showrn in "-••

becoe lrgetenson earthe top of slope. u

decreased Owing to occurrence of slip lines..

esdsin "elastic analysis vertical forces T ~ ~'
hih ndctsha focsare, greatly changed .-- *0 (I

(rem too to top of a slope, but in plastic =
analy'sis the range of change becomes small. Then
the local safty factors computed- by plastic Vta ?,,l .~l* s.

analysis are lower than those by elastic analysis
except the region of slippage. In the region of 5.CONCLUSION
slippage, local safty factors are 1.0 in plastic
analysis. The stress transfer method and the A numerical procedure for the slope
Ymada's method have similar distribution of stability analysis which combins the slice method
statically Indeterminato forces, in RBSM was proposed and applied it to some

nanerical examples.
4.3 THlE STRESS TRANSFER METHOD WITHIN A T,\NSILE Tho prin ipal results and conclusion of the

STRENGTH -present study are:
(1) The numerical data for the ordinary slice

Fig.6 shoes the results cf two methods. Ono methods are available to this method.
is the method which it taken no account with a (2) The safty factor can be obtained fairly
tensile strength with a broken lne. Another is easily and the value is reasonable, compared
the method which is taken into account of a caith the ordinary slice methods such as the
tensile stroegth with a solid line. Taking Bishop. the Janbu and so on.
account of a tensile strength, the tensile region t3) The results of the stress transfer method
which is occurred at a top of slope is and the Yamada's method have a little
disappeared. Then the length of slipo line difference.
becomes longer. Both horizontal forces E and (4) In the case of including tenaile
vertical for~es T are replaced towords the failure, the stress transfer method within a
compressive sido. tensile strengrh is useful.
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IMPuACT FRACTURBE ANALYSIS OF REINSFORCED) COCETE BEAMS-BY RIGID BODY SPRING MODEL5

'OIC8JiO *a. 41111041(l SflOR' aod ATBSSNi KONRAYASHI-

'Dipartmeni of Civil- Engineering 'Tecbxical'Researeb Laboratory
OsOa city tnireritsii Takenaka Komiten C...Ltd.
Sumiyoshi, Osaka 558 JAPAN Nto. Tokyo 136 JAA

Abstract - This paper-deals ith anexplicit-,finite dif- ed to element i. and-es and 11 are mass and moment a,
frence ach.e with rigid body iplng model for some Im- inertao lmnsi epcic

pactprolem onclaticplae boms-an rcnfbced Velocities and displacements at tine t#& are obtain byconcrete beams. The beams are dIvideji 'Into a finite adirect tine Integration using forward finite differ-
number of small rigid -dier. which are' connected, with e prsonasflw:
springs distributed the contact area of nigbboring oecpcsin asflos
bodies. Eqnations of notion on each rigid body are ex-
uiressed In a finite difference -form on time and then ~c&-u, 5. f jcr-P~ s~ t* (5)
these eqanstions are soived both numerically. In an ol.titt 

8
l- em i.t &t

explicit form. Present numerical results show good
agreement with the exact solution for an elastic pianoe i~~ ic~lucf.sz~gc="~ ~~i r 6
beam and expertmental results- for a RC bean.

1. RIGID BODY SPRING IiDDEL

Considering tro trianguiar rigid plate elements i.J III. EU.STIC PLANIE BEAN
wbich are ciihccted by two- diffeieiit types of spig -n First example concerns a problem of elastic stress wave
and KS, at two evaluation points on contact acrea asshown propagations In a two dimensional pla~nt elastic be-n
In Flg.l(a.b). stiffness of chi springs .Is expressed subjected to an Impact step load. A rectangular beamfrom the plane stress condition its follows: whose two edges are stiply supported Is considered. and

41E f.1j E element mesh division and boundary element condition
z~f (-V) s 717 I(1) used 'here. are shown In.PIg.2. Figure 3 shows, stress

-. history of Cy at the mid point of beam (x-O~y-b/2) astbere E and vare Young's moduius and Poisson s ratio., oprdt h xc outosb h w iesoo
and other symbols should-refer to Fig.l. -Centroidal eat yai hoy h ueia ouinehbt
dispiacements of each element are denoted by (uil ii O) dispersion and spurious osciliations behind wavei frontand (oj. 'j. ?j) respectively. Relative displacements on However. wave arrival time and amplitudes are correct
the evaluation points are given by the following equs- and the center of oscillations approaches the exact
tionsisee Pig.l(c)): solution, In the-figure. the abscissa Indicates a r.,n-

- () dimensional time. T cletff. where 0c, v5TRi-;) . den-6h -466 6n) ,As -- (4 # Sj)(2)sity.

whre' 0t.* (Y~i,j) Cos Q.j (xpi.,j) sino~~e~ q1=
6 U,j u esij l,j oi.Jtij-0 :

&xl.J.. gL.J Si ai J #(p4X.Jcu Cosol.J 8.0 0 0

where SI.J. Ygi~j and xp . Yp are courdinates of the cen-h
troid of plates and the evaluation point. respectiveiy. y
Here rotational- displacement 61.j are assumed to be very
Small. Spring forces Interacted on the two elements are
given by0

Pig.2 Meshb division

a)(b) (c)
Fig.l Rigid Body Spring Miodel

11. EXPLICIT FINITE DIFFERENCE SOCHEME
1 2 3 4 5 R 7 HAt time r. acceleration of each element Is subjected to tine 2'(-cltlh)

the equation of motion. g. yrapsetpotx'.yb2

Ul't It 71.j - ]YI -'/s 'l Oi- LIi, (4) IV. REINFORCED C~ONCRETE BEAN

%here Up~ El, W1l ore sonmotion of all the forces appli- Second exnmpie concerns as Impact fracture problem of

1897



Cnter Line

~ 20920,

- - 20 EO Center Line

FIg.4 Relnforcedconceekt!;_m

Center Line

~~ Fig.7 Fracture modes.(a)slow-Iucreasing lood(P-ltf/as)
.b)Impactlud(VIO.7a/s)

FiZ.5 Element mesh division; dotted part -shows the
element Including reinforced bar ______I ___I ___I___I__I___I___1___-1_

relufor. .d concrete beam. liodel considercd here Is the 4
same as one of the test specimens In the experiments of J(n)Stic loadin& (maxinssw load 5.d)
refercncel2i. The Impact leading system used In the
experiment ws, operated by use of compressed '," - -gas __________________________

through a str king hanner cossisting of at hard SteelLNh
cyl inder with diameter of 9.8cm. Impact velocity of -

to _7&/s and weight of 70kgf. Figure 4 zhows the test (b)Impact load (V-10.7als)
specimen and F] .5*shows the element mesh division used FIg.8 Cracking pattern and failure mode for test beams
for numerical analysis. Constitutive relation of cont-
crete used In this analysis Includes the effects of 10
craching aud shear-slippage as gives In Flg.S. And the 3000

fectly plastic (yield stress Is SOO0kgf/cma). Figurei au7ha enocn te br r lsi-e-~br
shows the two fracture zodes obtained, namely Fig.7(a)
Is a bending fracture mode under a comparatively slow 10 seiet

:m(n11ttssusly Increasing loadilltf/as). and Flg.7(b) s
shear and negativ-4,ending fracture mode under-an impat 30
load with the Imp-oed hammer velocity. V.10.7mb/. 'The
later mode Is similar to the fracture modes observed In bottom barthe experiments as shown in Fig.8. F.'ire 9 shows the -0
comparison of s train histories of the top and bottom 1000 .-----
reinforcing bars. Fa Ir agreement Is seen between the z top, bar 1 1 1
numerical results and the experimental results at a 5
point away from the spas center. But It seems that con- 71 4....
siderably difference between them Ii yielded at the spun 0
center because of the effect of three dimensional local -s50 .l....... ?oeialrsls
fatIure near the loading point.20 --

V. ~ ~ ~ 10 -0Iiis0 S - -
The prsposed method showed good applicability in impact v
fracture problems Including crack or shear failure of 0
gatioh problems of elautic plane beams. 0~ ooia eut
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APPUATIONS OF 3DRIGUD-BODY SPING MODEL TO STEE AND CONCIEEE COMPOSITE SLABS

IHIROAfI KITOH, and EIICIIRO SONODA

Depirtment of Civil Engineering
Osaka City University

-Suyoshi. Osaka 558 JAPAX-

Abstract - Steel and concrete-composite ilabs, described sherein, are two layered thick plates consisting of con- shear slip of concrete is subjected to the analogous
failure surface41 with Mohr-Coulombs as shown In Fig.

crete and thin steel plate wlthmeehanical shear con- 1(b); Furthermore.-within the failure surface, the elas-
nectors.-Their behavior up to failure is simulated using tic relation In shear Is applied.
3-diaensional 'Rigid Body Sprihg Model considering ma-
validity of the model, even when the coarse subdivision

Is used based only on major'fallure modes to control the ly plastic. Interaction between orial stress and shear
slabs atthc ultimate state of loading, one for the failure surface of concrete is Ignored.

1. INTrRODUCTION C. Shear Connictor
'The shearing-force-- slip relationship-on-interface

The concept of Rigid Body Spring Model: RBS'IIli Is through an embodied stud connector In concrete is ex-
to idealize structures macroscopically to the assemblage pressed as a function of Its strength. Q[Si as shown in
of rigid bodies together with spr!ngs, based on the Fig.2. In addition, Its longitudinal action is regarded
failure nechanism observed. It has an advantage of cow- as-an elastic bar element.
prehensive expression to the discontinuous phenomenon The effect of the stud is, hence, evaluated by two
due -to separation and slip to play a vital role at modelings, One is to allocate a couple of springs with
structural collapse the above property to every-point of stud and no

Steel and concrete composite slabs12.31 have excel- interaction of concrete and steel plate except stud-
lent performance en load carrying capacity and execution points. The other Is to spread the stud strength over
workability-in comparison wpthmordinary-reenforcod con- appropriate area surrounding'studs, and the relation
crete slabs. Thus they have been applied toshearing stress sod slip the concrete - steel
bers such as bridge decks, building floors and the an- beteentearigiveness an s ti c e rete -lstic
other in civil engineering field. plate interface is given by an elastic perfectly plastic

At the ultimate state of-loading, the slabs exhibit curve. The former and the latterarc called discrete and
some kinds of complitated and solid failure modes. More- smeared model, respectively.
over. the modes chapge dependent upon shear connector
arrangement. applied load-ondition and-so on. We have. .
therefore, carried out 3-dimensional nonlinear analysis
of the slabs using 1BS . It Is significant to simulate Shearing strength
the i behavior up to failure, because it could be re- 1
flected on establishment of their rational design codes
when the model can predict the behavior sufficiently. ' . 3- S

II. MODEINiG OF CONSTITUTIVE RELATION "

In RIBS formulation, material properties are Intro-
duced to normal and tangential springs on the Interfaces --.j--- Slip:6(m)
of neighbor rigid body surfaces. According to the ma-
terial properties, the couple of spring stiffness of the Fig.2 Mechanical behavior of stud connector(S]
model are dotermined and can associate relative dis-
placements of neighbor rigid body with Interfacial III.,VERIFICATION STUDY
forces. The nonlinear characteristics of the materilals
made the composite slabs up are modeled as follows: A. Test Slabs
A. Concrete atial All of the slabs we carried out loading tests for

Fig C 2re ial verification wore square slabs with sides 1600mm long,

s~ao1a hows the relationship between normal andweesx uprdwth17asanlgh.C-
stress and normal strain of concrete taking account-both were simply spported with I3n span length. Con
of cracking in tension and crushing In copression. The cower onas 6a thick, Concrete was 396kgf/cpat e cof

0 pressive strength: f. and 28kgf/cml in tensile one: ft,
(a) bn aud steel was 3574kgf/ca in yielding point: f.-. As()shear connector, headed studs with 80mm beightand 13am

(tens.) 4-37" diameter were welded on steel plates In the following
C two ways; In slab #1, they were arranged out of the

0.fif *supported edges at Intervals of 2SOm., %hile In slab #2.
!C  'at  over the whole at those of 125m. Square patch land with

cC o sides 125mm(oad #1) or 376mm(Load 12) long was applied
, 0/2 at central portion on the top surface of the slabs.

(cr) ct
1
2Ot The observed fallure,mdes of the slabs could be

- classified Into two types; One was bond slip failure doe3 to distinct slip associated with cracking on all edge
sections, shon in Fig.3(a) for the slab having coarser

,cfc stud arrangement. The other was punching shear failure
Fig.l Concrete material model pushing out of concrete locally at the loading portion

a - E relationship. (b)Falsre surface In Fig.3{b) for that having intimater one. Additionally,
in both the modes, stzei plate had not yielded.
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FIg.4 3D RBSNI idealization which has 98 rigid bodies
It e siT Ise asd 588 degrees of freedom in 1/4 space dotted

cetral-intexctlas: Louad -,ia0

-. Model #I- ___U ---- a
It I T Model *2 --* --..

Fig.3 Test slabs with cracking of concrete observed
(alSlab',l; Bond slip failure under-Lnd 42 40
(b)Slab 02: Punching shear failure uhder'Load #1 -"

B. 3-dimensional RSE Idealization 20 - -- n.
To give full play to the ability of RBSE, we #

Intended. In particular, to subdivide 3-dimensionally 0
the slab as coarse as possible considering only the .100
major failure modes observed: Namely. It was to form 1) /a corned shape division expanding from the sfdii of
loading area corresponding-to the punching shear crack. 27 so /
2) a polygonal one near the supported edges to express ~the accompanying negative bending crack and 3) one on 60- --- ---- ------
steel plate - concrete interface to express slip and 0
separation, as shown in Fig.4 with referring to FIg.3.
The slabs in 1/4 space dotted in Fig.4 were analyzed 40 "
owing to symmetry.

A direct iteration scheme was employed modifying
the secant modulus of stiffness at each step of computa- Z 20
tion. according- to a current state on thG nonlinear (b)material models. The reference points to the current
state coincided with the sampling points for numerical 0 5 10 isIntegration to evaluate the stiffness of the model. Deflectlax at, tle center of the slab (n)C. Resulto Fg.5 Load - Deflection curves. (a)Slab #1. (biSlab #2;

Numerical and experimental resultsThe load - deflection curves obtained numericallyusing the discrete model(Nodcl fl) or the smeared model IC.L. iC.L.
(Model #2) for stud connectors are shown So FIg.5 with
chot observed in the test. Xodel #1 predicted the fail-
ure leads sufficiently for slab #1 having coarser stud
arrangement. On contrary, Model #2 gave good results for I Islab $2 having Intimater one. Thus It was essential for
the successive simulation to evaluate the effect of the
stud adequately dependent on the arrangement on the
modeling.'

Figure 6 shows the failure modes obtained, thosegave the failure loads In good agreement with the ob- (a) '(b)
served ones. The numerical results also expressed the Flg.6 Failure modes (1/4 space); Numerical resultssatisfactory failure modes. One can find the occurrence (a)Bond slip failure. (biPunching shear failure
of significant slip on the steel - concrete Interface In
Ficg6(a) characterizing the bond slip failure. Further- Thus we can conclude that the model can predict satls-more, the situation pushing out the corned region down- factorily the mechanical behavior of the slabs even whenward at loading area corresponding to the punching shear the coarse subdivision is used based only on major fail-one can be found in Flg.6(b). In both the modes, steel are modes, provided with the adequate modeling of themember had not yielded similarly to the test results. stud connectors dependent upon Its arrangement.

IV. WNCSION References
IlI Kawal,T.: Proc. Se. Naval Arch. Japan, No.141(1977)Using 3-dimensional Rigid Body Spring Model. we 121 Sonodu.K. et al. Proc. Eng Found. Conf.. ASCE(1988)have simulated the behvior of the steel .nd concrete 131 Ritoh.H. et al; IARE SyApo. Brussels(1990)composite slabs up to failure and examined the numerical [4 teda.M. ot al. Int. Conf. Computer Aided Analysisresults obtained In comparison with those observed In and Design Concrete Struc., Yugoslavia(19u4)the loading tests both on the failure loads and modes. [51 Ollgaad.J.G. et l: Eog. J. AISC, Vol.18, 2(1971)
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DISCRETE LIMIT ANALYSIS OF REINFORCED-EMBANKMENT

M.HADA
Technical Research Institute.FuJita Co.

74 Ohdana-Cho'Kohoku-ku
Yokohama 223 3apan

Abstract:The numerical analysis 's~carried out
to many kinds of slope stabilities usine the ,.

Rigid Body and Spring Model ( hereafter called
RBSH) proposed by Prof.Kdawdi177). This paper I rth4.,ossur gauge

reports on the application of'RBSM'analysis to e

the retaining wall model test and the field
embankment reinforced with polymer grids that
RBSM i, an effective 'analytical model for

earth reinforcing mechanisms. Fi.1 Sheets arrangement in the'retainingwall
model test,( the wall isat left side

i .INTRODUCTION

* In, discrete limit analysis of reinforced
soils, 'the interface, between reiforcino ,
material and soil Is modeled by the beam

element and thcplane, element. each of themis
a efined by RBSH. Stress. (-r . a ), of-RBSM are
transmitted by two -springs ( the shearing
spring and the normal spring) distributed over
the contact surface of two adJacent rigid
elements. The discrete surface such as the 1

interface-can ne easily assessed by Properties
of RBSM.

u .RETAINING WALL MODEL TEST FIg.2 Slip line by the present analysis

Fg.1 4,Mlusrates the retaining wall model ' CASE 2 U
test re:ifOfced with vinyl sheets, in which
the bottom of the wall at left side Is hinged.
Fig.2 shows the analytical result of slip . 1 t0
lines inside the back-fill caused by, moving r =

*of the wall. In the Present analysis, It is 3 ,
31

assumed that yielding of the Interface is 31-34

defined bY Mohr-Coulomb'S criterion and 35
plasitc strain is computed by the procedure
using associated flowrule. Therefore. If the...................
interface has-become to be yielding.the strain

of the adjacent sheet will not be able to
Increase. Test data 'and computed results of 0 40 80
strain of vinyl sheets Show, that the occur- displacement of the wall (m)

rence of the slip in the upper sheet ( the
measured line number 71 corresponding to the Fig.3 Occurrence of the slip in the upper

computed result marked'by 0 In Fig,3 ). sheet (Solid lines indicate test results)
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mit.REINFORCED EMBANKMENT-WITH'SURCHARGE'

A 8.5m high and 70m-long reinforced embank-
ment with the 8m high surcharge fill was built
on the stabilized foundation. The embankment Legend
reinforced with polymer grids has a slope of .-- clcuate(8.50)
1:0:3-and the upper fill has-a slope of 1:0.8. 0 Oserbv (6.5m)

Fill materials are mainly gravelly soils
including the fine fraction. Therefore~it took 0 A-

for a long constructing.:period avoiding the
settlement after completion. 0

Fig.4 shows the distribution of strain of %

polymer grids at three constructing stages. In
this figure, strain marked by cicles are .... - A-1

unreliable because one guage of pairs had
become unstable. Fannin et al.(1988) presented
that polymer grids laid in the field embank- :FIg.5 Comparison of the modified strain of
ment were influenced by the long-term load. polymer grids with comPuted'results

Kutara et al.(1988) showed that-the long-term
strain of polymer grids increased from about IV .CONCLUSION
0.5% to about 2% by their pull-out test.
Therefore, it is considered that increasing Computed results show explicitly-the non-
of strain for the suspended term, without linearity of reinforced soils caused by the

rainfall, caused by the long-term deformation self-weight load and the reduction of earth
of polymer grids themselves, So. the strain-by pressure byreinforcing. "owever. deformation

the self-weight load at completion shoud be of reinforced embankments in field 'is more
equal to the value given by deducting-the long complicated. Especially. rainfal', effect

-term strain Increment from the strain should be considered in Japan and other heavy
measured. Fig.5 shows that the analytical rainfall- countries. In this work. the rainfall

results agree well with the modified strain effect was only calculated by increasing*the
except the toe of slope, unit weight of soils as well as current design

methods.
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LIMIT ANALYSIS OF FILAMED-STRUCTURES INCLUDING EFFECT
OF FOUNDATION BY MEANS OF RIGID B3ODIES-SPiRING MODEL

ftPENTA-L~0C osANC t-ti-s Co., LTD.l WD2AfLOSS if At/c 0

Abslxng-'lt has been already corifirmed that th emeeet osa.Mn tpitra sdfrcluaini tr 05Where c
of RBSM proposed by KAWAI a useful for limit analysis Of framm es illhr With regard to the rodehng, the len'gth of halftnpair isdivided
structure. This paperptcenerts its application to the sooilstructure ut- into 5, 10, 11 and 20 elemoents In order to examine the eltion between
teraction problem of foamed structure. In thin model effect of sodi nrber of beam elemeots and convergency of sOlotioni. The deflection,
reacton distibuted along individnal beam component in intgated bending moment and bearing~pzcsnnre were compared witt, those of
and it in replaced by three different Springs tamped at the center of analytical solution carried by Sonoda et il. from t/r = 0toti /= oo
a given beamn An a result, analynms of such nion-trnear problemn can as shown in Fig.2. In this cane, nnmber of elements were 10 Analytical
he ssmpbifled'to great extent. The nsefulness of thin method wilt be solutioias given by nolid lines While result. Of the prenenlt anll~ysis given
discsssed with some examples. by the mnash 0). The deflection solved by thin mnodet to a slightly target

than anaytical notation, hot in general good agreement in observed.
M.NTRODUCTION Both hending moment and bearing pressure are -also i n good agreement

Several mechanical models of foundation axe proposed and thoyare along the whole beam. The relatin btween the error Of deflection at
expressed as combination of sptrig which obeys Hooke's law, daohpot the midpoint and num~ber of division at the optional time level from
which obeys Newton's law and slider which represents plasticity It t/r = 0 to 1/rco ins shownrstniFig. 3. The error ofdefection decreae
in complicated to obtain stiffnes; matrix inctuding the effect of vjoco- with increase mesh division, and name with the elaps of time 1
elastic, visco-plastic foundation explicitly by using the conventional
beam elements. Bat a beam elemeut of RBlili assnmes to be rigid, I L2L2--
no the effect of foundationr pressure distributed along individnal beam
component in integrated and isis replaced by three different springs
lumped at tho center of a given beam. Contsidering this advantage, the
characteristics of sisco-elastic, vioco-plantic founidatiosk can be solved
easily [l)

2. ANALYSIS OF BEAM ON A VISCO-ELASTIC
FOUNDATION -0.05

2.1 tfodel of visco-elastic foundation OA0.

The vincoi-elastic medium is time dependent and its linear visco. [fTo00
elastic behaviour can be xtprtrte by combining the linearly elan 0.,10
tic spring and the viscous dashpot filed with a liquid which obeys ~-2 0. 15
Newtont's law of viscosity. lIn this paper a iso-lastic foundation is f PL/EI 0.20
considered as shown in FigIl. Thin is Standard solid model which lofleotlon o xjk
I'rendenthat and borsch used in ant analysis of beam on a linear vinco-
elastic fnundation.12-1.

tf ~ We j / 0 -0.02
P- 0.0

1.0 
0.02

02 .0 -0.04

.0X?/L 2 ~~0.00
4.0 I 1,1 0 8

P Bearing Pressure lendIng umen t

Ni.2 Beamn on the siicoelastic foundation
Fig.) Standard solid model

Beam whoes section properties are uniform is analyzed In order to "

examine the usefulness of thin model and a concen1trated load in applied
at the center of the bean, and boundary condition in fre at hoth edges, 50 16 on ,i si4, 50Am
Section 1rop0rties used are decided to become (EJ/X)/L4 no 10-Fg3Cnegec3eto aba lmn

Where I Is momentof inertia, E in modulus of elasticity and lis length Fg3Cnegnets faba lmn
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-. LIMIT ANALYSIS 6F.FRAMEDSTRUCTURE

3.1 Moel of VLeco-plastic foundation

The elaele-plaetic mediume shbwn-in Fig'4 is eel considered time
dependent and it is assuered to bicore plastA iositelancoaly whenk
it reachecs yielding condition. The rico-jlaslc muediuim is ceesldered
timi dependent but it igo'iles yielding of the foundation. The vieco.
plostic medium is considered as combination o.f tlaotoplastic medium
and viOO-ClastiC'one. In this paper the vioco~plsic model of Bisghani . .*.. **~

iykpe ehosat in f6.5 is ssed andthis model ei ees lfinear creep uander 3
yielding conldition. U 5 146

P P

Fig.7 Collapse mode by using vlaste-plastic model

Fig-4 Elasto-plastic model Fig 5 Viocoplastic model

3.2 Result of framed structue8 p

Limit analysis model of fiamed strectere mode of entifolm frame
element is shownl Fig 6. Also result Of CIaso-plooic analysis is shown 14
in Fag.7. Nember in the figae ire order of collapse. At farst the ).2- i
surface of the foundation is yield and plastic hisge appears at pile bead, plstchig
And thee, yieldang foendation advances downward, Finally plastic w.-0,Peti ig
hinge appears ender groend pile and the structure is collapsed. In this 8
case, collapse lead Is Mt tf. Next, the results by meant of visbo-plastic . . -
method tie described. Fig.8 shews the relation betwees dasplacement 9.
of pile head and time for three difelrnt loadang velocity. Collapse P I= *-4--p 0 Of
occurred at Si-f. This reselt is considered etisfactory because the P p 5(stf
calculated collapse load by the elasto~plasric analysis was S1 If. For 0.2.P 5t
piles, the location and order of plastic hinge forasationl weae the same 0.0 llf
asie CaUe Of the elooto-platic analysis [4) 0 I'D 21 310 -0 60TI

L 4 rkFag,$ 7lie variationi of displacement at the top of piie
B x 6I~auby using visco-plastic model

Aa221.7cal

E My 76.16t-o 4. CONCLUSION
13 2.1I01tf/Il

2

II The framed structure including the vffect of the foundation is ant.
cohesive en sil lyred by using discrete models proposed by KAVAI. The foundation an

ISh 0 11 /. expressed as combination of springs, dasbpet and sliders Analysis of
kh I Won, the faamed structure including the effect of nisce-elastic, visco-plaslac

foundation has been considered intractable by using the existing Aniae
element Method. It it shown that the paoposed Methodic vey promas.
ing in analysis of such difficult neil-structere interactios ,problems.
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ON TOE NEW DISCRETE ELEMEUNT MOEL OF VORON.0i-FNLYGON

VTOSHlOIMAAW AND TADANIKO WA
conlinear Nechinics Inst. Departiment 6fEngineerinz

WTklh itI6 hid: 2-11-9 Science 6inje~ijty ofToy
Ebusi-ishiShihuya 1-3 fagorazoka, Shiniyoku
Tokyo i01,' - Japan -Tokyo 162, Japn

AbstLract-A new, discrete elienot'of.Voironoipotlygon is D.' Crack lines in rock val ~are appearently arbitrary. Not
presented in~this piaper, Tisimodel' ,,Is produced frem Voroo their frequency of-length are in'logalismic normal
Regions us.ianudo po -is after sudie& of tlii crack distribution. Sum of frequency 'on length present fractal
pnttern of the-fractimred or collapse meallic materials,, relati'on about the density of distribution on square net.
soil or rock mass. Those probim,,can lie soIvedjnli' by using E. Some micro-cracks are remined in minerals of rocks

* gwuis'R~l,~hcaisethi'sbapeof, ihe elements may he including'some gas or liquid which were created in
polygonal, the total number of sides may be 4-I5. *geologicaLold~perlod. They ,are theoopen cracks or adhiesive
Frem the reslts of inmlyiis, it can be concluded that this crocks and their size are 209U ad i5s in maximum. *

new models give as the sets of suitablei'rack lines and Frequency of traced length of them have fractall relationship
their.patterns whose characteristics is of a Fractal Degree In length.

I,.'16 6u~IONIII. VORiONNI RiEGION

A.'Definltion
Frequently It is explained the collapseof-the rock maiss is Wo can got a set of the triangle net in a area connecting

discussed plottiing the stres-straIn curve. In situ, whein we arbitrary poin~ts on a flat plane. A edge of Voronoi polygon
judge the sefety on rockwalls, for enample, usually me Is perpoadicular at the center of the edge of a triangle to
might'lbeerve some crack ing'charectarlstics of the slope, It.(Fig-l) A Vorooi point is the cross point of this
pillcr, resf or ground surface as the target. O that time, perpendicular lines. An area is devidol into Voronei
no ccn not Dot the stress-strain curve plot at the sites. It regions by this liones. The Voronoi points define the
is believed that the strength con be predicted from the circumcesters of Delaunmy's triangle in coordinates. The
deformation pattern,6f the mtra as.Insitu services, count of initial points is same as the Count of new polygons
we evaluate the cause' &Wi effect'ah6ut safety with to produce, The Yoronl-regionis~are polygonl. Now If we
acknowledgments aroihnowhow from engineering steadpoint of have arbitrary-points, it is easy tocouvyert the netof
view. polygons on themn,osactiy. Also arbiitrary points con be

obtiinnd from the experimental Waas.
If. OLLAI'SE PATTERNI OBSERVED IN THLE FIELD STUDY N. Oharactarlsticu

Voronol polygons have the many unique characteristics.
The ll'nenrimots an the cracked lines are widely observed. 1) coust of tops oni a polygon is sin un anticipation.

Thiolr~.ength(L) related to frequency(N) an functionu 2) This polygon is convex shape completely.
. N (L) or L-0' (Nconstant) (1) 3) Directions of Losedary edges of polygons whichuaro

This function is adoptive en any facts from macro to micro generated crack points by random numbers in uniform,
and'km to u i in length.-This is anew enperimental role, are in uniform.
A. Geological liigainents of SatLalito-Photos: lhen these 4) Frequency of length of edges in polygoris have a Fractal

IInes control frequency relationship in length, -we can got Coefficient.(Fig.3)
the very simple rule. It's in fractols. The line length is 5) Frequency of size in polygons has the fractals too.
about 500-NolO0Om 04l'). CharactaricIlles 4),G) are very interesting and important.
B. Ceophisical hypothesis tell as another Information that

iscosennga imted musblock. One is the wide IV. MAKING TilE MODEL
dimordion in about lItlim flat, another is about the limitted
depth in 30-50be, culled ioorovicic discentinolity surface. How to mabe the Polygonal net on our limited plane ?
C. After crushing, the distribution size of the rock about After considering about experimental rules, we had developed
the accumulate weight ratio over sieve has a linearity in several techniques include geometrical autegenoruting tools.
RRB(Rosln-Rumller-Benett).iPlot.is)1 The relation is given Usually it's generated verensi-polygene by program
as FPOLYG*. If necssry, it can get to overlay some stright

follow, lines as the pro-cat slits or special cracks on the model.
legleg (lOOWt) o: log(d) (2)

in size(d) and accumulated weight percets(lt) over sieve. V . SOLVER

tii ofe

~Posit) -

PIn&i CIO fliio ?WW ioeuoei 1 11aF.2 ?-lid, eSiv Node1 Fit.4 To Improve Accuacy

1905



triku'ki" "'>\I

- ,~,,uoa-a. s. tmliit~d eliveite WOfl b. FoSS ittne in ibltuy MnIC

IM NX CifolinediPsttoriiu

-op If.-e enne

F19.7 Silhouette of top'ridanie' o oe
Fig.3 Frucmis 1. retaa~ In exaggerate MIC (likes as landscape)

A. rensideration. The geometrical dualrelation between After shearineg calculation, it happend ui mount of plastic
Delausaty's triangle and Voronoliregion is more suitable to hinge and broken boundary lineshlbch have a frctl degree
KAWAI's RBlS.(Fis.2) On the Vorenail polygons, a boundary ed with their length'and frequency. The pattern of these-lines
ge cross in perpendicular to a edge of Delausay's triangle. show likes tree shape, which has a few trunk, bough, twig
On RBil1, if the optional point to Involve force set the cent and leaves much. Simulated material Is concrete mortal.
or of polygon, we can getcthe most agreeable onrdition to Finite elements to calculate ame natural manoe m arrayed
analize. This technique can riot he used In case of FEN. polygns. Just force create his crack ways with hissoif.
B. Impron accuracy. Referring to Fig.4. B., Collapse of clindrical ts iece(Fig.6)

Ba frequently studiced skenring strength." This simulation
_Ui..... 0 Y_ Y_ Y-2L..Q~ was aide ander plain strain conditin at' ,a section. The

-P-7 Y2l -
05

i Oi .3 dn loads net an two pin paints by the top and bottom. Loading
When (Ay,,Ay2) are the distances between (C,,G2) and edge balance is not so exactly, so, the deformation of elemets
lin, in model are unbalance. After the result, brakes elements

_1L = iO.342 + set their position in natural on arbitorary scaling.
X) 411 1  iiY-j C. Collapse modiell of Eorth CLust(Flg.7)

+ -9 11- 3 j (4) under the horizontal presure, a rock m model of
Aye - Ayr 7; 0 rectangular body diforiujith hinge and crack~ linen. Upper

When evalutirts position of strain enerey balance on the edge line shows a medal pattern. This deformation images a
boundary edge of voroo regions set the summit of laniscope In perspectives. It leeks far mountain ridge.
Delaunaty's triangle, perfectly Ayi n'O. Then, VI ~C.SO

_Xj 1(5)
So the accuracy impre,,o unconditionally in spite of This paper presents a new-finite elemecnt nodoleof polyginal
geoetrical arrange at the constructed net. -It is some shape. They can solve only en RBSN. Generally, it can't
limited cases of condition that Is "Ay, = 0 ', on which salvo this polygonal net problm by FE24.
elements are in regular triangle, right-anglo triangle. It is described that the relationship of dul relation
The rectianglar must he separate as like Union-Jack flag, between Dolauoy and Voreoio Regions Is suitable for BAWA's
square and regular hesagon etc. These limited net models are RBS4. The length of each edges beyond Vorenel Polygons have
very difficult to generate exactly. Vorenol polygonal net the fractel degree. So, after laded analysis, collapsed
are very easy and esact to construct and the best model to hingo, lines and brakes mass skew fractals about
get the best accuracy completely, characteristics and Shape of model on outlines.

Simulated crack pattern is prested which is analogous to
Vp. MIALYSIS the patterns of lineernent as like as photo-image.

'References <
A. Create crack branch and their fractals(Fig.5) I) Rosin.l'.,E.Ranmler und g.SperinggReichskohlenrat,
Te always conduct material testing to survey the strength "Bericht C.52%, Berlin, 1933l

and charactaristico of materials used. On such cases, wo 2) Bentt,J.,G.: J.last.Fuel,lO, pp22-39, 193
observe crack lines initiated on the piece as like branches 3) ilandelbrot,B.,B.,:Tho Fractal Geoetry of Mature,
of tree. Frecrana, San Fransisco, 1922
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A NONCONFORMING FINITE ELEMENT METHOD FOR THE
REiSSNER-MINDLIN PLATE BENDING MODEL

t Rolf Stenbeg, Teemu Vihinen Leopoldo P.,Franca

Faculty of Mechahical Engineering Laborat6rio Nacional de Computatao Cientiffica

Helsifiki'University of Technology Rua Lauro M5ller 455

02150 Espoo, Finland 22290 Rio de Janeiro, RJ - Brazil

Awtrac- We present a new linear nonconforming finite element

method for Reissner-Mindlin plates. For the element we have B4 = { 1I 0 
1  

P()] IK C )P,(Af)j
2
, K e CA

proved optimal order error estimates which are uniformly valid The discretization is then defined as: find toh C IV& and fPa E BA

with respect to the plate thickness. This means that the element

will never "lock". We give numerical examples which show that such that

this is the cs. Ea(13ase) < Ea(s(,v) V(gi;v) € B0 x W ,

I. TIlE ELEMENT with the following modified energy expression

The weak form of the Relissner-Mindlin plate model is the fol.

lowing (cf. (4)): Find the deflection w E Hol(R) and the rotation ts

13 E (Ho(fl))' such that EA(O, v) 0(, )

E(3,) 51(0,) V(',s)0 H X('l) X n (), G 111(0V)d (f,

with the energy defined as K(C'2 +0 + ohK) I"

E(O v) =3 (,,,)+ Gt -1 (fVt,), -Her hx denotes the diameter of the element K E C&. The
2 2 f. . operator Rh is defined as the LVprojection onto the plecewise

where G is the shear modulus and r is the shear correction contant vectors i.e. we have
factor. The thikness of the plate is denoted by t. The bilinear c t e

form a is given by 1
E (R.%)I, = Od., K eCd.

I (Ax, [(= -)(1-) e(P) .(0)+ , div P div,01 dx, avea(I)
12(1 v"~)

with E and v denoting the Young modulus and Poisson ratio, The parameter a is positive and fixed. In practice the inclusion

respectively. For simplicity we present the case of a clamped ,f the reduction operator simply means that the local stiffness

plate. m trix is calculated with the one point integration formula,

The locking of finite element methods occurs for "thin" plates For our method %c have proved the following error estimate (31.

and hence it is customary to consider a sequence of problems TloonEM. Suppose that Q1 is convex and that the load f is in

obtained when assuming that the transversal load is of the form L tl) and satisfies (1). Then there is a positive constant C,

f = t'9 (1) independent of the plate thickness t, such that

with 9 fixed. This ensures that the plate model has a finite limit
solution when t -. 0. We will make this assumption below. PAO - sA90 + 1P - Pails Ch11igll.

In this note we will present a new finite element method intro-

duced in (3) and independently in,(2) by Duran, Ghioldi and For the details of the error analysis and foi a discussion of the

Wolanski. The method can be viewed as a modification of a advantage of the method wimpared with the method of Arnold

recent method by Arnold and Falk [1. In the method the de- and Falk we refer to [3).

flection is approximated with linear nonconforming elements: we
let Ch be a triangulation of the domain and define It, NUMERICAL EXAMPLES

IA6 =( v E L'(fl) I VK E PI(K), K E CA and v is We will give results of computations for a clamped and simply

continuous at midpoints of element edges and supported square plate. We consider both a uniform and con-

vanishes at midpoints of boundary edges). centrated center point load. The symmetry of the solution is

For the rotation we use the standard space of continuous piece. utilized and only one quarter of the plate is discretized The

wise linear functions type of meshes used is seen from Figure 1.
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I.4

-L TABLE 4. Thei normalized center deflection wh(center)/w(center)
CL 04the concentrated center lId

A/ 1 Clamped' Simply supported

4 1.0418 1.0305
8 1.0193 10119

TABLE 8, The error lOw - tvaIjo/UWll for
the concentrated center load.

FIGURE 1 'The finite elemuent mesh with h 1/2. 1/h Clamped Simply supported

2 0.0710 0.0403
The side length of the quarter plate is chosen equal to unt 4 0.0188 0.0111
and we let v = 0.3. We h'ave chosen t = 0 01 and compare our 8 0.0057 0.0033
results with the exact classical K~irchhsoff solution. We use the
"hard" simply supported houndary conditiono. In principle the Cony, rate 1.82 1.81

parameter a can he chosen arhitrary as long as it is pos166s; hut
is clear that the ,olution will depend on the choice. The heat

* results we have obtained for a in the range 0.01 - 0.3. In the TABLE 0. The error JIM, - A1s/jjAQ,;ofor
ealaltinsprsenedheowwea~ye chosen a 0.A. We denote the concentrated center load.

by AM, the exact normal moment and by Mk the approxi~iation
calculated from the discrete rotation j8a. 1/h Clamped Simply supported
Our numerical results clearly show that the method performs20581041
very well. We have also indicated the convergence rates, i.e. the40293026
poweroof the mesh lengthhhby which the L2.errorA dcreaseannl 8 0.249 0.2101i

we see that the calculations confirm the error estimates proven Coy rate 1.024 01.06

mathematically. Cn.rt ,210

Some further numerical results end comparisons with some other
linear elements are presented in [11,
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8 0.1149 0.0501
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On locking effects mn the finite
element method

suai Sud
Department of MA.thematics and Statistics
Unirersty of Mauiuad Baltimore Coanty

Baltimove, MD 21228, USA

1. Introduction (2.3) Dg-dirgiG.

The feeaisof a ZEimber ol partial &Sfrent-al eqXabsa In ti 3q we talke H = (H" -(1l)r' and doee.. by

roles a ps.-ameter-&pndenry, wirlc ames out of physical (74)= .
coradereo. Fcc -rsale Flae snd she mde" i.ae
'e the t!.&.Lsttmifrhes aasip wnrosrnatssh A,ddneR's-=fiaeH I I-,< ) andHK!-isE H I
iia'roesa'k'e raio of"iscaumtic in icat direottis Jay, : K). (ffere, K may, represent di=i Talnes but is
aad elsticity proless imulmre's, thePcm~u rto. sdi will always be bounded by K., r ostont independent of .)
is the term Sir.to the dterioraioi2 --mcal sanmin Fs&adN f, Afabaded, IrtVO c V hi fiite
wkiebmyoonrwlsetesneeraSdOstoafiitigVWWl. ciusaa sabapsee of 4;meNd.I Gives any 'exact slitica'

ft- a ' - e.5) For instannce, it is well-hamn that x, E H,, we a" nam dealac the 'fsete elma appemomza-
tie use of the A-versim FEM with pieces ise Esear elmoent a,'2  E Vs by
foe nessiy incomressble materials Cie. fors d cose to 0.5) is
iasffive recisey due to loehing (- 11 f.o- other -ap&-s (2.5) At..) ve B(,) e V'

A vrtus method is one which guarantees a certain rale Thse ={')teordsrbcanreuf lgihm
of covegene uniformly with respect to aFPamctr V&",- 11r- a rule for inceasing N (and hence the aOCCUMA. Le F.
m obus cee aebedsgetdf.dE be an erro fnctional, E..(u) = ' or gl We asm

Involving lodhn foe exAl, mixed -ethods, higher order ta
h-vesv nmethods and the p,ersio= 2,1,we hm deveoped CF.N) sup inf rjU-:5C2F(h')
a general mathematcal theory for lockin a"d ot.s '-d Ex. Y

their quantitative assessment, which can be helpfulin the azal. audfoes'E [06, b<0.5,
ysis of such methods. In [31! this theory his been epplied to a
specdc examnple, that ofciesois ratio locling and the locking (2-) C0Fo(N): _ p u,- ) CF(N
and robustness ofivarious schemes hts been aaysed.

Out goal in thii paper is to present soene of the theory from whiere C,C aze positive constants independent of N, . Her,
[2, whh wedoin terms of the specificprolemof Poisson rto F.(N) - 0 saN- r o and is independent of sv. Then we have
locking. It should be ept in mind that most of the defimtisa, the following definitions.
and theoremts we state in Section 2 are applicable to general ento 22'-tEx fN =o.Iletnsn&-
psrsmeter.4ependent problems as well (see [2]). In Sectin 3, Definitios 2.1 et of orer f(N) o the xtesmilonfl
we present some theoremsz fro= [3] foe the robustness of various gorih hw okn rode ()frtefclyo

schees hen he oissn rtio s dse pr bems (2,5), :e E [0,0.5), with respect to the solution sets
schmeswhe th Pissn rtioiscloe t 0-.{H.)} and erro measures {E,) ifl

2. Locking and robustness 0 <c gVIs sup(suP( su .. (u.- .(F(N)f(N)_') = M

We consider the elasticity equations (2.7) < 0o
Forthe case that Mis bounded (eespect -ly, infinite), we ay

(2.1) -A -(1- 2p)-'Veddi4,..= 0 in.0 that the order of locking is at most (visjkrctively, at least)
1(N). If (2.7) holds with 1(N) = 1, then we say that _Fis free

(2.2) ~ .s( s)dv,)s .onur, from locking.

Definition 2.2 Let g(N) - 0 asN - on. The extension
where i =1,2, e is the usual strain tensoe, and 1 satisfies algorithm.F is rotust with uniform order 9(N) for the family
a compatibility condition Here, aP, the Poisson ra'io, lies in of problems (2.15), P. r (0, 0.5), with respect to the solution sets
S = (0,0 5). Let V = N()'and {H.. and error measures (dl.. itf

We see from the above definitions that if 1(N) is sock that
with the energy norm flU!z, (B,(ssu )/)"

2
.()g() O N o

In the limiting case, as P. -0.5, equations (2.l)-2.2) lead Nl()= 6 N -0asN-o
to a Stokes' problem and the solution satisfies the incompress- then F shows loclung of order 1(N) iff it is robust with maxi-
ihility constraint room uniform order g{N).
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Let Hs denote tkshe E if te sets H_ condsug ofele.- volust9ss k 0(-9) ForP 3, t orerof loclia is
-- a e HR saaisfj*s (2.3). Ddef4 f. - Eglifn. Then the 0(k-2) a tic order ofrohuses, is 0(&."').

1airil gcsmE6ou babeenpornfe h poxm 2),s2
in 13]. The o- "ta okn tb aded fof r p :53

CoadI' () F H'th~-' EE ~ for &l k-remsir. Also, zssg rectangular elemrIt leads to

depn 2 on i)S=c4 that In coctrast, .A was sLown in [51 that the emirn5= (Using
st.-itsid triagnge) leads to =nif*.m robustness of order

ith C independent ofVn -~ using our foein-2atioz, it is pessild to prove this optimal order
without the e, both for triangks and rectangles, so that locking

The folowing thOre shows the- use.les of th-e set Hj'. is completely eimaeLFor the p-reroio, hourcrer, the use
- Of curriscnar elements is indispensable in most cases. In this

Theorem, 2.1 Let E.(=) = Irr or KzU!. Let Condiou connetin We have the following theenem.
(a) had2. TkesoY A&"w kcdiny of ovfe-fA") 2 ires pec to __ 17 eik tejesmes3(±) s

F_ ifficrsaeats Sk (kir * -94 rusk &rl) 121"h
9,)= sap fi s-wjv sCF(N)jf(Ii). ca PP-4 mape ont tk-' 944r ronl 'sa x ai-

reel Mppiags 5. Tken 7r is free Iom oking a is smvfoesmb

is ~ u~.±hf(N) = robust st1 kde (p - (1. -a,h- a 0 diepends up*s the
and jie fvankckjr f a abve ow tk ll)= L -r.a rag 4; &'dis idependent of p.

Morreor, 7 show locking vo r (N) in the V nor= if is
Avow Wlo g ofordeef(N) tnha energl norm2 Whe the mappings are affiue, we may take a 0 . For

additional relte results. see [3]
The idmaeo s 1s that cue redces the quo-

tao of lock1=g to a usion of appro-hihity alone, involving h
AMN. Indift, he our problem, the follwing equivalent Char.
aeterizaton of g(N) is mey usefuL

Theorem 2.2 Let g(N) bes= defined in Mhorem 2L Thens Z V I
ANZ) is e--raleui &s a ~

Xll=sup L-1 to Zj
..S' 

0
-liere 111 - f8 J'(fl) 1 1042.: K) ad TV-' = {x

V x X r VT1 F4gur 3.1 Uniform meshes (&)RectaSgul (b)THsagulsar

The above theorem is used, for instance, in the proof of Acknowledgement This work was partially supported by
Theorem 3.1 in the next section (tee3]). the Air Force Offie of Scestific Re.each, Air Force Systems

3. Robustness results Command, USAF, under Grant Number AFOSR 89-0252.

We now consider problem (2.1),(2.2) orer Ai = (-I, IF. Reeene
{lj') and 12h) be the unifiorma rectangular and uniformn tri-
angular meshes shown in Figure 3.1(i) ad-(b) respectidey. [I] K_.J.Bathe andD .ILJ. Owen (eds.), Rlisiiliof~eihos
For any set S CR', denote by IDIS)QP'(S)) the set of pey. for Engin ecring Analysis, Pineridge Press, Swansea, U.K.

nomials of total degree (degree in each vrable) :5 p and let (18)

P1'(S) = P,(5)9ey are~z). Define [2] 1. Babulla and Mi. Si, On locking and robustness in the

'(S VSC finite element method, Tech. Note BN 1112 (19M) Insti.
{ish u C(f), u (S 'iS P, jhl tute for Physical Science and Technology, University of

fri=123weeTa Tewehv ([3],[4]) Maryland, College Park,' 111 20742, USA.

[3] 1. Babulka, and hl. Suui, locking effects in the finite ele-
Theorem 3.1 Let. l e an h-eersion extension algorithm for ment approxrimation of elasticity problems, Tech. Note
the problem (2.5) using soirpaces Viv (Vj,4)2 teth p ied. BN 1119 (19W0) Institute for Physical Science and Tech-
Then trith H, I- 1, as above ftr large enough), the follotong is nology, Univrmityof Maryland, College Park, MD 20M4,
true for locking in the en.-rgy norm USA.

V' For V. : 3, the order of locking is 0(h1) and the oesletr [4] L. . Scott and Mi. Vogelius, Norm estimates for a MLans
of robustness is 0(h.''). For p 2: 4, ther is no lacking ins] right inverse of the divergence operator in spaces of
and the oder of robustness is 0(1.'). piecewise polynomials, IIAIRO Mahth. Mlod, and Nom.

lFor p 2: 1, Lt order of lockng is 0(h1) and the order of Aa.1 18)1113
robustness is 0(A1-) [5) hi. Vogelius, An analysis of the p-version of the finite el-

VA or :5 2 th ordr o kcnir x 0h-1)andthe rde of eet method for noery incompressible materials, No-
me.Math. 41 (1983) 39453.

1910



Asyimptotie, Homogenization and Calerkin methods in

'Tbree-Dimnensiossal Beamx theory

ILL Masearenhas L Trabocho
Dep. Mateica FCL and CM"F CM"F
Ar. Prof. Ga= Pinto 2, Ar. Prol. Gains Pia'p 2,

Lisho". Coder, Portual. 1699 Lishs Coder, Portugal

Abstraet. -In this work we consider a theedmesonl dedy of applied body forces and surface density of applied
ineared clasticitybea modl andsAndy d -=en=approxmi.a srface tructions respectively. With no loss of.genenxiry we

tios o te treeelne onl slutoniuiagsy ptoic hoe. consider that the systent of appled forme does no, depend
geniziation and Galerkia methods. We shiox that the choice of on the parameter 6. We also amt tha e~z) if r=
the basis functions, of the Galcrkin approximation, coemntes aT'x0,LI Consider the space of admissible displacements
with the homogenizationa process but &~ saine does not hold
for the final apprcomation of the three-dinmsinal soltution.

L JYTIODUCTION E~ZA a=(')6('l"] o on

The siummaion cnetion on repeated indices will he used.
Latin indices (jl,.shall take valsues in 11.2.3) and Greek equipised with the usual li'-onmn and the following three,
indices (s,,'y ... ) shall take vauein (1,21. dimensional elasticity pipblem in 5?"-;

Let (e,) he the canoni5cal basis ofWE. and let, h e a domain
in the plane spanned by the rectors c.. Let I w I = Iand let
-y = as denote its bsounday Given L E ll, L>O0, define: fi"EVf")

fl=wxO,LI, rO=w.x{OLJ, r =yxJOL[.f 0 [2c(
5

)+Ares'Idssrdii-

Consider-Y = [0, 1) x [0, 11 and let Thbe an open subset of
Y', with a regular boundary 8T', such that 7' C int Y' Define where, for each a E V(fl'), e')rpresent te lmeanre

Y -T and let X he its characteristic function, Periodically elasticity strain tersor and Id the second order identity tensor.
extendedtoW4lthe plane generatedy (e.4-Let ethe ame Itis aclasclre ultthat t isproblemhas a uniqu.e solution.
of Y' , that is, 0 =1Y' I. Given8E IRS > 0.Cnsider 3 gien We are interested in the behaviour of s'. wvhen 6 and z
by x(x) =x(), for all x ERr x' dies asuse of with tendto zero.
a periodic structure having W1 as basic cell. Suppose 6 is a
small parameter. If x. represents the characteristic function
of w.,1 = x .X' defines a subset w6-1, of w., obtained by 1ll. THE GALERKIN APPROACH
perforating wwith boles 62', with a periodicity 6Y_ To avoidsa Az equivalenL formnulation of the elasticity problem posed
nonregular boundary, only holes whose closure does not touch now in a fixed twith respect to e) domain fk?.' is considered.
-y are to he considered, jec. , whenever the boundary of a boe This is achieved using the same type of traiisformation as;
intersects I we will consider Xs' =1 in all the respective cell. in the as)ymptotic expansion method for beaum Then, the
This adjusted function As' defines a set that will he represented transformed displacement field u'tc) is approximated by u4~c)
by'.,"', with boundary 9" . Define the projection of ss'(e) onto the approximation space lrjv(n6J)

of lf(II*J). The following result holds.

51"'=w''x],Lf r"'~ " (0,), j*'= ~xI0LI. Theoremt 1. Let f.(x) = 0 ifxaE 65?"; g.(z) -0o ifz E er
Given c Ci M, t > 0.a dimensioneless parameter that may -and 93(n) =0 if= E 8V~"x[,L[. Let G3 = 193 . zE[0,LJ-

be as small as we please, consider the homothetY j'(r,ar) = .9() = (1h. h E H.4tI0.L[,), then, if the force component
(exi,cz2)=(z' ,z'), for all (zI,z 2 ) CilR' and denote .93 r= GsflI.2N-'tJ0,L[) forlY a 1, them exist constants Cand

K, independent oft. 6 and N, such that :

51'=~w'x]0,Lf, l', =w' x (0L), rl' 9x0.L[.fu ,uJfuts) ,K iri

51"' -co"'x0 L[, i" = ~r' x 0 L) " ."X[0,L(. The approximation space V.((l'.') is given by:

IAt n = (nJ, (respectively ii'is (n.1)) denote the outward E'l
unit nonnalvecto-toM 5or tod1"J (rcspectiel,florMfl") V41f")5(v (r-) S
and define the following differential operaturs, depending on. c, I

11. THE PROBLEM UNDER STUDY ,, Z- ,2)3, 6 H1(0,I), Qk" (i l61
We consider a beam occupying volume WA" made of an a

homogeneous isotropic linearly elastic material with Laini's VO : k :N, (no sum on 8)
constants A and p, both independent of 6 and e. Let f' Ei
L (n'? ) and g,' E L(r ) be the '~ components of the volume l



and the basis fdcions are 8=fi4ed ITsessne. the -p odiWc J.X0 0,
solution to the foloing boazdu value problens: j -AX0 = 0, in 1",

+l ccx =., Or.

+f,.~~ 5
c.() IUMr i s the solution of the following Membrane or

I .. j-a~as, u ,eeu~asn (aniotropic) torsion type pr~ble in li carited elasticity, for a-
-F8 ' +.p.a.0 to-iZ ncasional body occupy7ing voliunew:

f J$.. A6C.Q' + Po).Ad.'- '. dir(A'-') ={ - '[(A'F'p)Qt-1)i+
4  ° ']r =- pr di"(A]) + AZe,-7% +

VrA(-) ,Q( .+(.+2p)eQ(k-1).' in W,

w ith P,; 3 = 0 and Q -" = 0. RESU LT (A ' ). . . .+(a ' ) -.s + -6 ,, o op

IV. THE HOMOGENIZATION REUL Qk.ds 0.

We proceed i er to study theb dnio= of appcod- with
mations u$(r), as 8 becomes % y small. The following result

holds. P1, a,' + h'x 2 , R*" = at" + b'X,,

Theorem 2. Let P" and Q
5' be the basis functions defired RQt. = -b af -a " - a'z2 + C ;

in Theorem 1. For each k there xist extension P and Q" of

Pis and Qt', resp ctively, that are bounded, in [H'(w)]
2 

and where w" is the homsgeniped solution of Saint Venant's torsion

H't.j), respectively, vndepende nt of S. Any other externions function and where constants a.**, e." and c.
1 

depend only on

V$
5 

and QtU, bounded independently o[ 6,satisfy the following the geometry of the crow section. 0

,M ences Theorem 3. Let f 6 [L(f1')
5 

and 9' E [L(rl)]
- 

The
solution u

l- 
e VIA. of the three-diniensional elasticiy problen,

P -1 -, weaklyin [H'(w)P. where the volumic forces are the restrictions off to $u4' and

dL$- Q., weakly in H
2
(), where the surface forces coincide in 1'1 with 9', admits an

exrtension in [HI(tI')]
3

, bounded independently of 6. If fsi' is

where Pu' and Q". are uniquely defined by the following any extension of u
5
A; bounded in [Hi(fl'6 )P, independently of

recurrnce fommulas : 6, then, for each fixed e and as 0 , i"on s to u",
weakly in [H(fl')12, where u' is the unique solution of the

.- 0, Q-=0, (=-1); followingproblem:

~~~~~~* EL.7i
4 zL V'0) = (v ={e(v) EI[W(11)? : v= 0 on Is

and wher'cV' isthesolution oftheollouingplanedeoration juf,. )dt' =
elasticity problem in w : = O ff'v.d' +fjr, 9:t'.d1't, Vv V,

+Ae, +i;,n,)D -', 9 ,,,;,(,')l,1 fP;.,= -A(8 5. it'x +, on j ~ where the co effients qijl I satisfy:
wIth S ' = gie]b *- A

2

with 5. gi- b 4p(A + p
=. S_ . .T~, S c ;oo .;C, Ls = Q; so = qo,, = ~ = (o - 00)

=/ .eo(X)dY
"
, and all the others vanish.

Theorem 4. Under the same hypothesis as before and using
for X

0 
= (xc') dcflied, up to a constant vector, as the soluton the previous notations, there exist constants V and Tk, C. and

of the following problem, in the unit cell Y : K', independert of , A and N, sud that

X"' E [Hi(Y'))Il x0 Y'- periodic Iu()-uN)tso NJ .f, {H('IX,. eol. 2pea(x') + Ae,,.(XCP)6 0$]ee;g)dl,. =U'()-uC),. -< "d -

.= - J.[2.u,(P) + Ace,,(v)6C,dY'.. 4111,t1) <- 1 f
2
N-1,

the elasticity tensor (S€,) being positite definite, satisfying u(C) -

S. - S - , A* = (a.,) is a 2 x 2 symmetric Ilu* - u*N 0'm.) -C'N(K')N-cs'-'i
and positiv denite 'natnx, whose coeffizieats are defined by

a.,.= O6.p+fy. D.xo = fy- V(X.+,)V(x#+y), and %here
x is the unique solution of the following problem defined in
the cel Y* 1
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UlverSided PoiitdcoICa do MdrId.C/ RI Oj Val"* de Cram Canaria. Islas Canaries
2011.,21 21003 Madrid (Spain) (Spain)

_st t- in any adaptation of a numerical technique in this paper we extend the quadratic mapping
for treating a singular situation, it 13 advantageous technique to the-three dimensional problems. Element
to hae the knowledge of the form of the singularity, types are developed for a three dimensional situation
in this paper we extend the quadratic mapping aod comparison of the results is made for a plate with
technique to the treatment of singularities io three circumferential crack. With the quadratic mapping
dimensional problems. Element types are developed for technique we can perform fracture mechanics
a three dimensional situation and comparison of computations with rather 3Lrple finite element menhes.

r 1uts 3 made for a Plate with circumferential
crack. With the quadratic mapping technique we can The element, is shown to be able to reproduce aperform fracture mechanics copuations with rathe siglrsriOil ntre dimnin o
simple finite element meshes. The element is shon to circumferential singularity line. Other forms cf
he able to reproduce A singular -tzain field in threa singularity linoi could be Possible.
dimensions for a curved singularity lime.

1. INIEOUTIWI A INEW.APPROACH To THE TRtEATY=1~ 0F 3-D
CRACKC PROLEMS.

The analysis Of the finite element method Usually our starting point is the work of Asitn, Oavete,
mile On ho 33U=ti~ tha th soltio of he ichavila and Dier [2-7], and in this paper, we

ive rbe srglreog.Hwvr h calculate a new mapping, giving a special singular
implementation of the method' is very often done or finite element, which is used to approach a 3-D
problems with polygonal domains whirh prevent the circumferential crack problem. The strain form
solution frm being smooth in-some points or linen. apr' hfrti e iglreeeti appropiate
According Oriovard (13 the presence of corners lead to tpoac he tsn singularite novd Gait is dmntae
the singular behaviour of the solution only near the in the isp arTe3 mpingovd is as folosdmntae
corners. This singular behaviour Occurs even when the Intipae.Tempng1asflo:
data of the problem are very smooth. it strongly
affects the accuracy Of the finite element method
troughout the whole domain. A considerable body of

analysis now exists show)ng that singularities can
occu r at such boundary p ints and lines,with the(1
effect that the regularity .;f the solution is reduced m

frmwha sepce for such problems when the 2
regions have smooth boundaries. Howurer, many problems
In potential theory and linear elasticity occur ir [(o)..2lIsnYD
regions which contain sharp corners and edges.4 2

In any adaptation of a numerical technique for
treating A singular s1iuation, it is advantageous to being l61%vr (0.23
have the knoledge of the form of the singularity. The
fore o f the singularity is determined by the
combination of genetry and boundary conditioAs. If we i
know the form Of a singularity in general non convex
domain In two dimensions, wn can une the technique of
AaIto 123 for locating the nodal points of standard
isoparanetric quadrilateral elements, properly around 20.
the singularity. The Une Of this quadratic mapped
element for treating singularities has been shown by
Michuvila, Guvete, Dies and Whiteman 13,4,51. Also0, it 1
has been demntrated by Oavte, Hichavila and Die. X
(6,73 that the Serendipity and Lagrange quadratic
mapped elements can he applied In linear elastic z
fracture, tiDcaU38 their strains and displacements In
the vicinity of the crach tip, are appropiate to the.........
form of the singularity.a
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This mapping i3 applied to the standard 20-nodes brick Simsilar results we obtain Io- (p0. V cut. and
finite element giving the element of the fig. 1 in for (Xn It P. V - conStant), radial lines emanating
physical space. The Singularity line (crack line) is from the Singularity In a Plane Ortogonal to the crack
plce aln 1 - 2 - 3.line (1 - 2 - 3 of fig. 1), where K > 0 is a constant.

Also -e obtain Similar results -for F2 2 and E12 Cv -
.The approx"mations of the Strains 911. t22 adC 12 In COtat ).,Thus for Small a the r-2/

2 
term dominates

place Ort09 0- to he crck 2" amin all directions- emanating fromt the line ofplans otognal o te cack inearesingularity in Planes OrtrogOcal to this line, giving
the approximations to the gradients the correct

a~iJ~v 3U).g~a 0Uor singular fo5 as reqoired by the tinue
ax 3). a altx n a Se~ olution. Sfiailar results to those Obtained in the

caSe of napping the 20-wnodes brick elemnt, clan be
obta Ined by mapping the 27-nodei quadratic

E, .J a v V1 av4L U_ I M- as12 hC oparametric Lagrange brick element In a Similara,' al a, y~ 5,' a ay' l' way.

0 1 . 1 aUOx4LV) 111l.iv) I. AN1 EM31OLE CONTAINING A. SINGUlARITY LIh*t
2 ay x iThe 3-Dimensilon crack models represent a very

important problem nowadays In mechanical engineering,
For the napping (1) we hove Considering that pipe and Pressure Vessel cracks canhe detected, before the broken pressure arrives.' Width

and-length intervene very directly in this models, and
I~ * [ ~ ~ ~even the crack 3hapc:1s important.

PWV)1As an example we have stodied the problem of a .plate
The forms of U (1.1L V'). VO(l4. V) are oith a circumferential crack which is under on uniform

stress field.

U(A,.V)al 02)+a3+UAV+O~)!+6P~IV'Figure 2 shoes Plate, subject to an uniform stress
+Gu)1+GV +O~V ~field and having a circular center crack. Data are+aj1~aOLV QlCv +~ll!1l+l2V al*V-+l4;V'+a/t- 0.4, L/t- 2.5 and a/n- 0.2.

+ aisx~v +a4-r.
2 

ai~lipwala~p V +aiW v 4G~o)4iv2  
(4)

0
and Similarly for V (%P. V) changing, cui by Pi
li-I..20)

o.~~Co. a [(,+a)-

+a I

au [(, oi+O A ~ ~ i p a,.) 2L G

thlack line theM caeo(5cuf)nilcrc io fg mdl

has been careXu.A.e0h iplcmnshv

been obtained,vae use the Hanus3 formula (a), to

woeAiadAi Ll2 recntns factorization which Is carried out In the equations

System solution or other numerical difficulties as
roported by Peano and Pb31ni In (0). The results
obtained for S.1.F. versus the orienitation (C0angle of
figure 1) are she- in figure 4.
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COEFFICIENT FORMULAE FOR f ~nteM~ntaf roihmepett

AS M TO I EX A SIN Of = 0 eans, that Iis not aiign vle In the scn

SOLUTIONS term the complex numbersar ire e ten iles of the multiplicity

orP-ELLIPTIC BOUNDARY'VALUE' 3~ and A4-I

PROBLEMS - TV. first term of.(2). comes from the polynomial pars of the

NEAR- CONICAL POINTS right hand sides [11, the second term is known from the theory in
rweight~ Sobole- space [1), [2).

ANNA.MARGARETE SALNDIG
unisersity of'Restock LT EIPA EC S
Department of Mlathematics. LTH LNECS

0UniveRsitockla Due to the compatibility conditions we restrict to the problem

Germany Au =0in 11(5

Abstract
it is well known that singularities are present in solutions of ell,2- Bt).=u = on r,, ~ o .

tic boundary value problem in domains with conical boundary 5

points. The solution consists of singulq terms, which appear in a Assume that the domain 11 coincides in a neighbourhood of a
neighbourhood of a conical paint, and a more regular term. The CmrpitT l+ ,=0 t h niiecn
coefficients of the singular~terms, the so-called stress intensity 0 ro,4 0 s'i)wthheidsl.

fatraeepcal fiirs o plctosWe describe a ( ),0<r<cq4 0<w< b=w wtthsieI-
fatraeepcalf neetfrapiain Introducing polar coordinates we write the differential operators

method, how soi-fthem may he calculated, if the right hand a
aider are from standard Sobolev spaces. In some cases the co-. a A(D0) = r-'L(D V~WD.)
efficients are unstable and a stabilization procedure is necesy.
We handle as examples boundary value problems for the Laplace B~ 0  ~~M(~w .)

equation in two and three dimensional domains. '' ra
We say, the complex number ao as an cigesralue of the operator

A4(A) = {LPirD,A~(A, wD.,)} if there is a nontrivial so-

1. THE ASYMPTOTIC EXPANSION lution co(A,w) of

Letfl be an open subset of Er, whose n-I dimensional boundary .4(A)e(A~iw) -Q

Oft is smooth with exception of one conical point 0. We consider We now split the right hand sides of (5)

an elliptic boundary value problem with constant coefficients -ri)m G(,) +(, ,

A(,)()u~ ru(z) = f(x) in fl (I) ian
Io.1~- where Gf (O,.o) =- u +Oqo)

BD)() b,,,1iJu()rng,(x)on8 l0,jm l,...m. 3=01or2<pandssslforl<p<2.
The functions yr in the expansion (2) are solutions of

The right hand sides are from the Sobolev spaces lll-'(fl) and Arty = 0 in K

the trace spaces l~+w,~(A.If n = 2, the boundary con- B!rVin± (fl4 )r--s on rI.
ditions are also considered on pieces of the boundary. In this t~

case we assume, that ihe functions 9,(z) satisfy coinpability con- Te a ecluae esl" satn rmtegnrlslto

ditioas. Since the right hand aides can he oplitted into Tylor ofTheoiay ifcrstalculteqeastingfo Lthea gneal sol0tan

polynomials and functions from certain weighted Sobolev spaces, ofthe ardnaty (3)rail qainL(~.D)~lw n

we get e g. the followng asymptotic expansion of a weak solution usingth naz()

u from 1-"()Thus we get for the Difichlet problem for the Laplace equation

u ni(r "i'n+ Ez l )+W (2) G(O,O)c1sw + !.-tsin 1w] for two 0 vx

1.0)t, Gi(0,0) Lcslw+!i n O~(nrsinfwr+wcosko)l

w h e r e A l f o r 1 4 o i = ' x ( 6

vt = ZF nri~(~) (3) It is evident that one coefficient in the first row of vi is unbounded

(unstable), if "o io from a neighbourhood of L . This behavior
54. 1influences also the coefficients c., of u., (in our example is to, .

i(4) 4= 3.0 ;a = 6. sin o~w). Following an idea of V.M.ar'ya [3) we
'.0 .o gt astable asyniptotico, organizing the sums of (2) as follows

I1 ( .in,-2 + L+2.), and w E IkS (f)for p' 5#2. (here for our example): In a neighbourhood of a critical angle

k2 'p we write

We denote by (r, ) the spherical coordinates, a =s(n,p) is
an integer. Mi, > 0 is the multiplicity of the 'cigenvaluc' 1
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,G (0'0 os) o - , .e If there is for a given do an index ho ih~[(cso
r'm( :)ksnfs ji (see Pigore), then I s an eigenvalue and terms, Aith In ras in (3)

occur.

=G(0,O)(l-cos"~) if&Tll5The asynmptotic expansion is unstable in this case and we can
sin 'b Japply a stabilization Procedure analogously to the plane case.

+r~ ,~+ G(00)"l-co""s)] smn.,w (7),

The new coefficients c, = Gi(0, 0)(I - cos lab) anid d., c,, + References
GtatuoL)are hounded, if"am is from a neighbourhood of =1

and heL t term of (7) converges for sw - to the term of the 11] Kondrat'ev, V. A. Boundary valu P'roblems iz ellip-
second row of (6). ti &juations on donsainswihionical or angular points.
A general stabiliration procedure is given in [3) and (4]. rudy Moskov. Mat.,Obshch 16 (1967) 20:292

[2) Maz'ya, V.-,G., Plansenevski, B..A. On the oefli-
cienta in the asymptatics of solutions of elliptic bound-

III. THE THREE DIMENSIONAL CASE ary value problem With conical points. Math. Nadir.

WVe consider the problem []76 (1977), 29-60
[)Maz'ya, V.G., Rofimanis J. On a problem of

Au= 0 infl Babushka, Prepninteniverity Linkopping LiTH.Mat.
Bu= 9, on OMi10, R-33

[4) ilig?9, A-M., M6ller, K. Coefficient formulae for
where the domair .n coincides in a, neighbourhood of 0 with a asymptotic expansions of solutions of elliptic boundary
circle cone K 1(,sd s(rwh) ;0 < r < oo, 0 :5 tp < 2r, value problems near conical boundary pointa, to appear

0<0 < do). Analogously to the plane case we define A4(A) and

cimnsider a decomposition of 9,:

g,(r~p~o) us ~ r'Gjj(0, v, do) +j, (r, p, do), ..-

where \* "

0 Ofor p>3 '
3= 1 for 22<P<3

2 for l<p<l2.

and .

It ismeaningful to assume that g,(r,0d) =,(rtip+2;e,o)and \.
to consider a Fourier expansion of (4,: C

-j(,Pro = FA'Q do)cohs+ E(1,do) sin hVs-*

The functions yi of (2), which satisfy the equations

Ll,41, D.,)v = 0 in K - - - -

can be calculated, writing v, as Fourier series with respect to v,.
Thus we get for, the Neumann problem for the Laplace equation
(the index j is cancelled)c

~' A~~~d).~~ 30, 6O* 30. 120. 15.000 i4'&

V, =(co0)E (Cos 0)CosnhWs

if IP '(cos do) j 0 fo.- all.'h. P
5

A(cos 0) are Legendre functions
of the first kind.
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iiSingiiarities-of Thie -e - Dimensinal Elastic Fields

K. Volk
IBM Scientaii CeIter_

Institole for Sup!-c o gd Applied Mathematics
D-6ledbr Geray

Abetsact. Th osptation of the singslnr belsavior oancstail ,. yields a booodaty integral ejuotioo for the unknown stres In shot we
aTl d;_=Imesoa enex subject to dspacer~et boundary coadioos write
leads to aton - dimensional iotegol eto n oo a picwsIrrlru
y io R'depimdiog holototphically 011 a compltex parseuter.,T cne Ct0,4
sposidanrg spectral pointi'ind packeti cf geortoireol tigfotoncha-
lerine the desired singular behsavior of th tes il W eie a= V "01 The foodamental solution of the Laoi oton is gives by
dreopesition io regular Waz. edge aod etoex siogehenities.
The spectral problem is solved by a spline .-Goleflin raethdsio-3V present A + 

3
.. J A + P Y(- s- y)

T

oosAt reut o ms e soetis 0=sa'ceso " h siarngular U lej(A + 
2
A) 1X -A A + 3,% x

0.. Iniro dcion 213,0) ((LY)T

filaste fields governed by the Lamee equatioos will hove singular behavecr denotes the coreponding booodary traction ;(x) is a regd body motion.
at edges sod velttes of the boondary. These c glzle ot~ete~ The factorsc = I foe smooth boundary points most he meodified at edges and
rocy sod cnvesgence of finite dsfffrenc, fooite element sod teds tic - Msse I51 Wresak thatthe behaves f thesottion iof(I I) seon-
reot schemes For ther omprovement by gradong meshes or augeetrg the nected via Btetts's representton fosreula wisth the behavoor of the stress t as
elements woith special siegutar fonctins one oeeds expticit knowledge of the (I 2).
form of the singulsetties neaor the edge soid vertices (sen 141 and 12D- ThS
knossldge, is also very important for predctmng ectc propagation. Let now x he o C husictren with suficeenly small support V and X
We consider the frt fundamsental problem of elasticity. losssdsty, stegl near the vertex x. if we Oct i = xt, Muchl as zeroA outside n , sn stle of
formudation sod a regular transformaotion of the vicrAmty of a sestex into a ou assumsptios os r erquatien (1.2) can he wsitten as
ease yields a fractional convoltihon as the local forosiof the estuation. Thus. f~Meltos transformatioo leads to a heloniosphically parametr dependent ose JJ(.fU,,L),(,t)d - 6) - 7vre - ;vrc (1.3)
- dimensional integral equation over a non smooth eurne with the Meflos -
transfosrmed stres as uonknown. The siogular expansion tenms ame deter-
mined by the ornear eigenvalues; sod thear earrespodig gentcalisned with the tenaiodr serm (rf) = d(I - x~t Thus, Melbas transfosrmation

tgen- tr of" the paamte depedn nerleoto.Feteomr defined by

the well known Pichero veitoex.L

applied to the fractional eanveotion (1.3) yields a holosnorphn parameter

* ~~~~1. The sinL'ular expansiondeeenop tsfuil

Let IcR'hbe a bounded polyhedral domain with boundary r. r shall he ss.,-)sho
given by the onion of pecsise plane boundary pieces r,. V - U 17), We (I.4)

further assume shat r esoybodescsbed inti J ig,1,thood(feach- 0d4 s(,t.o),
by a easresponding easical surface y. Rt.y erR'. where y is a piocewise cir.
ea one - dimensional curve on the uoit splem. 'The asymptotic expansion of Vis eampletely deteermed by (1.4) 171.
The fist fondamental probtem of elastieity is gime by Lx.

sae A(ls)grddiv;~-

Ai denotes the Laplacian and A > -. 1p, 4 > 0 m the Lam eanstants + d.r(f
We assme the dsplaccent 1has fioile essegy. 0 is a given displacementLJ
on the boundary with 5ast u Ai 111(). For extexioc-prbleenswe assume log' A, (,) +' Vx(r?)
suitable radiation eanditions. The solution of (1.1) ss detessmined by the
prom displacement and the unknown sres on she boundasy r and can he where, Astshe distance to the vetex a. L As the somber of mungta functios
represented by Besti's mrepesntatoso formula 161 'lm Soanighonra identity doe so she smooth remnder a s oan esgenvalue of Aj(s). The dimenuion

of the geometzic eigensparo of bis) is denoted by K The mosimal length
Jkb~)ty~d4 -of she chains of generalized eigesfs'sctions Ci.em, ~ to an elgenvatot

(1.2)~ .,and an rigesfooction ;os is mats The nusmber cal is a eamplexeaonstant sod
- ~ ~ ~ ~ T +3 A #() Cot soth resmainder.

;j(orx) + + f. _b'
4
,)() d The expression en brackets belong to the edge singulantses whsch are given

rby earesaponding special two donenuosnal problems (=c li1t. Them edge
tinguohoities can analytically evaloated ond are sot o oer interest here. The
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mawn problm a to ob'ai the vertex swgsslar exponent "x whiclh ran cnl Figue 2. slsow the anseraton of the the smallett mnagiry rsgenvalute and
hdone nanericlly. the Laumh eoostants for the well known Fkirx vrtex 131

2. Numerical app xnition-ofthe- eikenvalue

probem ead a pfolow le8 m

Co,,tsete rahmr a". such edot the lowsr system
2NP

<a neps>eo- *. , VP

has sn. tr6 ldtsoluthes dp.Co
svhere An-d, re ptecosebcomtamllB-splt ont y.

lie valor 0 is the approximated eigenvalue of ,j (a), We haw proofed theMEI
follooing asytoptotc cnversence.

I Fig., 2. E4trvalus orthe F' iraverM"

with eonstan. c ide endent of N. N 2, K denotes 1he Rtejt. Index p/he Notice, that the alpha axes in both figures denotes the imaiosary paW Ofa

3. Numerical results Rfrne

Feet we monsber the ease when or domain n is a cirenlar oe ohth angle
20:11 G. A. Chandler:: Golo'hin'.s ethd/orbowsdastytgral equatorn

~~e on polygond, darmtivs L. AustesI.'Math. Soc.. Set B. Vol. 8. 1 13
(1994).

0- sie sn~ .R.o~e e, si#2s 121 tit. Costahel, L. Stephsan :Bouandary Integral equations for midxed
Co~s 0 bowtdy valve problems on polygonal pklat domains znd Golerkin

qprxmt=IA: Mathematical Models asMethods iMrchanico
In the followi Figure 1. we show the dependence of the rigmnvalues a" 1981. W. Poizdon and K Wtlmhnslu Es. * anach Center Pubises-
with real pat equal zero and smallest absolute valor on the anle 0,. tions Vol. 1S. 175 - 251 (1985).

131 G. acfttea: Nreiho'dQatttr vaylPtman, London
(1978),
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Absrat star. The surface r. represents that part of the boundary with
the Neurann condition. In addition there eaults a generalized

The solution of an ellitic boundary value problem as the contniy odtion:
Lam6 systemn contains singularities aP 'reentrant edg6 anid
corners. The stress inIfensUiY fator gs iven by the coeficent f(us -ssu)tesr -o
of the known edge singulatiy.'lt can be calculated efficiently, 1,
by a minced iiuroerical method with special bondr where %s denote; the displacement field, fulfilling' the
elements-arormd the, crack front continirng the~aromptotic equilibrium and Neumann condition and uran additional
crack solution asnd with finite elements: fi the residual displacement field I,.on the boundary of the crack region.
domainm. The unknown elgenvalue of the oiner singularity in which io compatible to the ad~acent finte elements.
cue of a surface crack can be determfned numerically from For the cllscretization of the crack r4gin -trial functiors
the stress field around the crack tip computed by a FE u,,LP and t=RP are formulated on the surface~of macro
method, elements with free parameters 11. The 'matrices L and R

contain functions fulfilling the equilibrium and Neismannt
Introdct~oncondition realized by the elgenrctions of the solution-for the

semnflnute crack. Additionally the 'displacement field ureNd
igulalities In the solution of elliptic boundary value is formulated with the intepolation matrix N and ihie nodal

problems are Important Ior theoretical considerations in displacements cf As result a stiffness, relation, with tha
maihemnatii as well ar for the calculations In engineeing jollowing stifness matrix for a macro element in the crack
applicaons. In linear elastic fracture mechanics (11FW crack region is obtained.
Problems are described by the Laro6 system for the rT
displacement field u. For' three dimeinsIonal domains; this 

1
tTI

ellptic boundary value 'problem cont ains singularities at with
reentrant edger and comnert, In the interior, of a structure To fTN dr and H -fFL dr
crack are formlng reentrant edge wrtthan Wering ngls 2it. r
At the intersection of a crack with a free surface a reentrant whc isymercadpitv efne.Trfoehw
coiner eodsts. At the Intersection point a cominer ~gularty Is macro elements can -be easily combined with other finie
sospanposed the edge singularity of the intersecting crack front, elements. This method has additionally the advantage of a

boundary element method because for the macro elements
Zdm siglaity only surface integrals has to be calculated.

For racs i th Inerir o a trutur th aiy~ltic As a lest example an elliptical crack under tension was
For racs I th inerir o a trutur th asmpttic calculated with a ratio of the mrain ais of I Because of

solutcA It well known. The stess field near the crack ti symmetry only 1/8 of the dornin has to be onsidered..The
tiehave; like I/it' important parameters to calculate for region around the crack front was discretized by 6 palm% of
fracture mechanics are the stress intensity factors given by hexabedral macro elements. For the residual domain about
the coefficients of the I/if sInguilarity. The, numerical 300 tetrahedral elements with quadratic displacements were
calculation of the stess Intensity factors In this case can be used. The numerical result for the stress intensity factor along
done very efficiently by a mhxed method uising triall hintins the crack front (Fig. 1) agrees well with the analytcal values
fulrfilling the equilibrium arid Neumann boundary condition for an infinite body. The maxirmum deviation is aout 6it.
Ell. 12] 131 realized by the elgenfuncti-ons of fth solution for
the rmlnfinite' crack [41.
The considered domain is devidid Into a region around the.-3
crack front (), with elastic filds fulfilling the equilibrium arid 4f
the Neornarin condition exactly and a residual domain 0
where & finite element formulation is used. Applying the $
Principal of virtual work a generalized equlibrium a..' Ution
is obtained,.

for s'dl- frur! dr .ft u* dl - fru! dr -40

"2 r 
2  'r r N,"~

where o anid denote the resand stain tem, t andu Al 0 i V 20 3 40 t0 so 0 iO 0 00
the traction and displacement field ind F the given traction mitsorldcl
as Neumannm condition. The test fu nctions are rked by a FiJ: Strea Intenty factor alonw the crack front
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Caner gnmx;1veq=S Mw be esC ee ea Ac; e FA~

as a I A c wdE ,eeML k* M w
The iretion pofi of a crack bor Wilt a bhee, =U VIN GO945o Ad 960 a3 4i =do C57A
t=ia a s-aerard corn wth the -ra,& bod -~ an o dr=be pe of es Emes amoba fe, d ft
reenotrant edge. At fts pofod =s tmkmn coe 9*qimfy Is c wsgar
sprapoued I* Owe known eg jlnuiaity.m ho is: cam Owe ILa OAO i OM
dosats cans be d~tesrbd, by a pdylu*m in Il.M i value is dleacy above - wkddohop a vwnifg
followsr dereqredlson bIr a pofye"k - -16 'b Ai -.y - at e. fee .1e A a

sorialcoknes(i9 asbeen5 Mve by MLD5Bp si. quty. wodd Mcd i h a =vae h2 Ue

U = li 0  1 10) V v ets)

M* -corm snguint ar e given by the eigenvaluee X.
whie the soarn over j deonibe fto edge sdaraLe In
special cue there appear logwlloolc lan The flzrctiors x
are cut-off functios-and u. repeesen; UOe regtga part- For
the surface crack Uri lead; nea the tree surface Io the

esqrre pedonr:

- "kIl FV.I ow " fO w e hm sfhe jrcf"

with c(z)-O for ::-O. where the z-ass bs given by th ___0 _____100______

crack front wrd p de"te the disanc to iL The displacement E
field os cans be decorrtpsed it a corner singularity given

by Xk and an edge singularity of r*type. whese the -C"-
coefficient cars be interpreted asa stew. intersity fecka. Thit
stress tntereity factor depmkis on ),and tends to mero for
z-0O when the ersalleal Otherste. it iIsoreN to *I

Infinity approachhng the free surface. . *-55
The unknown eigenvalue X. of the ca sEriuarity can be F
detenvdred n'.rmcally tram the stewr field arourd the crack
tip computed by FEM. if logartic sfinglarie: are abe.-:4.e 0..

the asyrmptotic solution for the streame has the intlowing frx ----

oi - r^VOO 0,01 0.1 I 30

Plotting the stresses versus the distance fon coratan polar Fig 4:Po fLe tess a function of r
angle 0 and P tn a double Icgarithroc sca one gets a
straight line with the unrrown eigenvalue as the slope, ins
Fig. 2 the dtscretlzation o! 1/6 of A struscture with a crack Rkn

front corning perpendicular to a free surface I shown01. The 01 Schnacc. L WOLt M. Apphcalson of displacement arnd
diarettion Into 2300 teirahedrons results in about IIOOD hykeid-*tese method; to plane notch and crack

problem Int. 1. Numn. Meth. Engng. IZ 963-9 1 9M,)
(21 Becker. L Ywezoesoenghs. N. fichnack. Ex K.lxd

mnethods with EM~ for three dirnerwonal fracture
rnechanI-_ In Bfusi. C. A. Wesand. W. L Kuhn 0.
Ceisk Boundary elements DC 2,227-241 (19Bf

(31 Becker. L, Nurnerisohe Berechnosog von Ecken- und Yjnrteno
singulart~en elastischer Felder faro dreinlirneruionale 11%h
problem.. Dissertation tlniversitit Iuasuhe (1098

(41 Hartrantt. I. J. Shlo 0. C.- The swe of elgenfunction
epareicro ins the general solution of three-drnerrlonal

crack problerra. 1. Math Mach 19 Ml238 a9M9.
151 Dauge. M. Rigularirs et uingularts des solutions do

problires aron lirnites elliptiques, suc des domnaines
singulinr de type A coins. Thise Univ. do Nanies 0961

(61 v. Petersdorit Ir ItRuiweriproblemn der Elaastistheorle
NOl Polyeder - Sirgularititen urd Apprordrntion roil

Fig 2 Drscredtftors fo a surface crack Rfoderem.IIShodemO Dissertation TH Darnostadi 0969
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for ~yt~ai ,ta~n of axially, ilainof 1co optical s ei for
el-cc-resatic ..lcal.fro lcns s;1IzdfAl.Icn and design 963 I

on- of -e.o the serCal and cft-C:atIC [I In this papr we consteut the axi-al
zber--1F=i -= prcced- -1he calculation ofpteta di-zi-ibuto as a f-*fth crder

th ist order optical properte_ of t_.& to~n .0 rove C=r ray trC1,q mpiode. 10
lessame their sVphe'Ic21 zrn chromatic: originally based on -he Cubic s-pllne

aeatosI= based, on thceudrect. u, e~a te--caznqe.
slution cf tthe traj ct,:Fy epa-stica for
para'dal1. n=pa~da. a-,- chromatc: rlays. 3 .
The axial potential desrlmuen or t~e1.RA ICPSFCE

fc;z-Y .seld Is. Cosrce as a f-Ift case of electrostatlc, lenses, the
order splic1-e. 73he twe-Interval fifth- order-

splce meIdio.al motions%- of charged particles- can
= nd th exLhe- t be' considered to cllaethe- firs- 6o .

application a' the mdlare preszented In opia properties and- the spherical and
the Paper.clhomatic aberration-- without- violating the

g-eallty of the p:robl'es For zeridIonal
otions, the following universal differntlfat

1. ThJR70CTWI.C etatlcn 1101 dee ne te actual particle

Axially sy&riceeotic les- are taetrez

ver y .4 =prant. In t-he Instrtcmen ts of the 1 - Wae.Cm - U m c
different electron and Ion, beam technics r- I
serving the puposes of surface science. [2 * CWA 3Cm - um )rc 3C - u 3

anltclchesiAstry. electron and Ion !>--.% 0a

lhtrahy or Ion pl tin fc
Instance. Cneuty.the developments and C-I - r-5 !t - r j Cl
the utlliscations of new computationalor o

me =ds ad cepater applications fo udere Q is the pzrtlc*es charge. I s the
designing price electrostatic lenses witho
rotational symmetry are essential.- Since the partlcles rest =as s. u - ifr.=3 Is the
spherical and chrocatic aberrations are the potential of the focus-ing field. r -r~z) is
cain Ilita~t.-ons of the optical quality of the particle trajectory. u Is the potential

the lecrostt~clenses. we select the where the velocity of tepril i eo
spherical and chromatic aberration and c Is the speed of light. In vacuum. The
coefficien ts In InfInite cagnification mode. cyidca corntestmIsudad
referred to the object space and related to cyidca codnteste Isue an

the bjet sde fcallenth a fiure of the prices represent differentiation with
theobjct idefocl lngt asfigresof respect to z which Is the Independent

merit to describe the lens- performance. variable along the optical or symmetry axis
Currently. beside the advanced computerised ofteen.Teoetilcnhexrsd
techniques of lens analysis [ll - [33. a o h cs.7eptnilcnb xrse

very effective ap-proach to design axially as a power series In r In the fcm=of [113

zy=tr-Ic electrostatic lenses which prc'ide %Klr.z3 - [Ks) Ci&-4)U-Cz3
usable optical pro-perties In first, order and
also the best figures of merit is *cla5i)U-cz3 - - 2)
electrostatic field optimization and where U - [Ks) Is the axial potential
synthesis of lenses C41. [5]. The essence of distribution of the field. If the axial

tntca iagingletosatic syitedis Is potential U built up as a cubic spline the
th propertmaies, berrsation aned. Ite third term In Ecq. C2) will be a delta

optical 'rpris abrainadte function. This fact. can yield some
applied figures of merit. together with the inaccuracy for the third order spherical
electrode configurations of the lens making aberration Cthe error of the calculation can
possible the Imaging field are totally be estimated by using Integral expressions).

detemind b th axil ptenial When a fifth order spline model is utilized
distribution of the field. Consequently. the forth order terms are continuous.
Instead of analyzing a large number of therefore Inaccuracies can occur only in
different electrode and pole piece higher order approximation. The differential
configurations varying the geometrical equqtions for paraxial. nonparaxial. and
parameters and the electrode voltages to chrormatic ry-cnb ie yol

fin lnse wth iger erormnc, it I= ras cnbcie yol
findlenss wth hgherperormac .substituting the power series of urz)P in

fuvntos to nelet.gte opimul axenial the appropriate order Into Eq. Cl).
advntaos to inetigte axial poenial
distribution. Obviously. In the approach of
synthesis it Is essential how the axial Ill. RESUTS
potential dIstribution Is defined and built
up. The application of cubic spline-- has A systematic analysis of the unipotential
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ad-t~ad~ tw..o-I't-e. Z-1" =V ien=ez The re--s.lt =sre to -Ica - that the
,,' n zri .- ==Ing the 06-l ser.cai flge f =-It. hazz a =idIiar

40 SeceII in S=1-Z casse cc O11 atu trezd In cases of the fifth order- azd the
lezes. the SherIcaI flgae CC =erit, C, Ctn-. sp.Ine. lh.ever. the vcrre =od.g

as thie cco o the a~dal ptnilat ;=~ua VaL"- are sinfanly
the sidepaint of the 2e=s U 4 II h% dIfferent. In case of the reardng lesse-n

by =1-id cev -n Fig. I- U. Irl to f a .it T- by v . the
the ~ ~ ,~ vz=c ~ Y11ptnila h fifth order s-plloe zodel Is sash ==e

cbjr-- 2n-_ I sn'. Te d~ed cz~r e sprezss~e t h ich I= calculated by/ using

show-s the spher ical fIg"e of sorll, e. I splinens.
calculated bY' UUtIing the ray tracing
= ea based an cLidilc =P1,14es 9ifM.
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A CONTRIBUTJON' TO THE NUMERICAL
STUDY OF-XHE VAPOR FLOW

- CHARACTLIUSTICS OF SLENDER
~CYLINDRICAL HEAT PIPES

Dhz]rnn 31261' , Sdidi Arabia
AbstracL- The se r Stocks eq-tior and t& omtiini

ity qutoiEh ic appicablie to the h laniAP em iw D, 1 2-2)

slenerelinricl tipe armoled umeicaly.Animplicit (.2
diffmeemetod s md tsole teeqni~e~nes- Sutbect to the boundary conditions,

sure gradient term is eisial which rid~uce the ntimber4 002n as odition

-nknowns by one. The effect of pressuire dropss is then studied =s1,)=0

foe different Rteyolds numbers.31u0r= lr=.

I IN ROD CTIN aial oodtios, i) r(0r)=ir(l~r)=O,

Through a porous wall, the vapor flow dynamnics in the evapo. U11) 5(Z,0) = 0,

rator and condenser of a heat pipe is %,cry much similar to pipe ) (0)=,
flow with injection and suction. The principle of themal fluid i) (1)0

governs the performance of the heat pipe. Ile reason being that no slp condition
the heat pipe is ahbeat transfer device. Good attention was given V) u(x~r) = 0,
to the fluid mnechanical aspects of heat pipecs. See for example, and
the review given by TienI21.

To obtain steady state operation of a heat pipe, the sunm of t(ii)=c(constant) (2.3)

the axial pressure difference due to body forces, the prmsure where

along the flow line due to surface-tension and both-the liquid Jc>o injection.

flow and the vapor flow gradients must all add up to zer. It c.= 0 Adiabatic zone.

should be noted that relativly speaking, the fluid dynamics of c <0 Suction.

vapor flow is not so easy even if the geometry and boundary This approximation is made for positions of x which are more
specification of the problem are simple. thou one radius from the end. This is since the pressurz gradient

Based on the radial flow of the vapor at the wall of a heat term may not he negligible. See Bussefli. Equations (2.1) and

pipe, a radial Reynolds nunibsr,& is introduced, It is a well (2.2) are two equations in three unknowns, namely u,o and p.
known fact that if the absolute value of Re is much less than To solve nmnmerically, one must eliminate the pressure term. To
one, viscous effects dominates, %hile If Re is much bigger than do so, multiply equation (2.1) by r and integrate with respect to

one, momentum forces dominate. r from r = 0 to r = ru to obtain
Theoretical invistigatious have been done to steady incom- I d 2 a ft 2t, Ou

pressible laminar flow. Whitef4I have found similarity solutions -2-- = 7. J. u rdr - -y 1", (2.4)
but Mfasuzawa, Tanahashi and Ando[51, Gupta[6] and Hlornbeck, P T~O ~ 0 Or

Rouleau and Osterle[71 found entry region rolutions. To sum- which when substituted in (2.1) leads to
manise the results for different Re. There will be dual solutions
at the walls for Releasthan 2 3and for values of Re betcen os s 20r s 2mun 8 u ) 2,s
9.1 and 20 6. Mfultiple solutions are obtained when Re is 20.6 u-+LU~ = oEu-- -+!!L' (25

and one solution occurs when Re is 2.3 . The flow approaches Ile details of the sbove procedure will be presented else-
poiseuille form when Re approaches zero, where.

2 BASIC EQUATIONS AND Using the dimensionless parameters

ASSUMPTIONS u=~O~C:an =~, (6

We will assume steady, incompressible, axisymmetrir and lamni. U. V TO F0 .II

nar flow. The pressureditribution dependson axial coordinats. equations (2.2),(2.3) and (2.5) can be written in the dimension-

Also, we will assume constant radial velocity through the Pipe less form

wall and the radial velocity component compared to the average f~ 81r I0 aa18
axial velocity is small. ii a + Lu= -20i 11 +4Jf dr + + .r-r) (2y

The governing equations are.
Axial momentum equation -oil O(Ht)

z jr= 0,(2.8)Os ~ ~ ~ ~ r Os --pO~ ~s *
a+ - (L + -g). (2.1) subject to the boundary conditions,

Continuity equation 1926,~=(0i)0



v) WV =0

anda

1-iRe Condensec. .I

3 NUMERICAL SOLUTION, RESULTS -

AND CONCLUSIONS I
Toe numerical procedure which will he used is an indirect mod-
ification of the marching procedure: used by Iforbec, Rouleas " -

anid sterli. It s an implicit finite difference scheme. A mesh
pointtisofthe form(ii) = (m,nk), wbere hand kare tie step -. ~ ,.,

sizes in the 5if: directions respectively The scheme is obtained * -..--

using the following rq-resentations,

83. 6.,,, -ar3 -, - -. A

4k ''

k

and
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The results obtained agrees very much with lloinbeckS] and
Sparrow[3[. For uniform and parabolic profiles, it was noticed [2) C.L Tien. Fluid Aieclionics of Heat Pipes, Annual Review
that for the case of injection (Re = -5), the fully developed of Fluid Mechanics, 7(1975), 167-174.
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for injection (Re = -1) and suction (Re = 1.) was analyzed. It
waa noticed that both the frictional and static pressure drop de- [41 F. Mi. WVhite, Laminar Flow ini a Uniformly Porous Tube,

creases along the pipe length oontinonslymwhule the momentum J. Appl. Mech, 29(1962), 201-204.
pressure drop decreases for the injection case and increases for ()J auaa .TnhsiadT no lwo h n
the suction case, see Figures 3 and 4. Comparison oif the two tr J asu wa T.io anaharosipe andlT. ASNo, Flow 80) of 72eE

$ cases of suction and injection Also nhows that the pessure drop tac eini oosPpe ul IM,2(90,62
rate for -iiijection is more than that of suction. Thin is duo to the 68
increase in axia velocity iin the injection case. [6) R. C. Gupta, Laminar Flow in the Inlet Region of a Porous
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BALANCEDJMDELS BUILDING WITH GUtARATEED STRUCTURAX PAJMTE3S:
A SIMULATED ANNEALIKG APPROACH

L. Fortuna, G. .unnari, S. Baglio, S. Graziani

Diparti=ento Eletirico, Elettronico e Sistenistico
University of Catania,

Viale A. Doria 6, 1-95125 , Catania, ITALY

Abstract - In this paper an optimization characterize the system signature matrix,
procedure, based on the simulated annealing described as it follows:
strategy, is proposed in order to assure a
suitable solution to the problem of built-in S - diag (sl's2....sit-sn), (2)
systems with assigned invariant parameters.
The proposed approach is very attractive due where s,-;l, since s. is the generical sign of
to its capability to avoid local minima. t cthe Woo eigenvalue.

I - INTRODUCTION

Proposition l1l:
The possibility of assigning, in open loop
scheme, for SISO systems, both the eigenvalites Given an asymptotically stable system with
and other invariant quantities, characterizing distinct and teal eigenvalues, the following
some structural properties, such as the relations hold:
stability, controllability and observability,
has been previously studied by the authors det(s -I - RQ) - 0 (k -l,..,n) (3)
I]. The same problem has been also
investigated for MIMe systems (2); in this where R - diag(r,,r2,..,r) is a diagonal
second case more parameters can be freely
chosen making the problem less hard. In any matrix containing the unknown system residues

case the existence of the problem solution r, ! is the identity matrix while each term

canrot be proved, of the Q matrix is given by the following
It was proved (1) that, for SISO systems, if expression:
an asymptotically stable system, having
distinct real eigenvalues A,, .. and q1J * -(/( 1 +A1 )) (4)

singular values oi'. a,..., a is searched,

than it is necessary to solve a nonlinear X, being the generic eigenvalue of the system.

algebraic equation system respect to the The algebraic equation system (3) relates the
system residues. In this paper a numerical system residues with its structural
approach, founded on a nonlinear optimization parameters; then, if at least a set values RI
algorithm, i. e. the sizulated annealing can be found, the proposed problem can be
algorithm, is proposed in order to find a solved and it is possible to assign both
suitable solution of the introduced nonlinear system structural parameters, e.g. e bgenvaues
algebraic equation system and therefore to
"solve" the problem of built-in systems with and singular values.
assigned invariants quantities. The goodress An analogous formalization of the problem can

of the proposed approach is tested by be introduced in the case of placement of
considering some examples. eigenvalues and characteristic values by using

the Cross-Riccati equation studied in (4). The
II - PRELIMINARIES equations (3) lead to a nonlinear algebraic

equation system of the form:

In this section some mathematical
oreliminaries are presented.

F(C )- ,L L F.(r ,Q)-(R . 'R *R )=,
y Jl 11 IJ t $ I -e

Theorem (31: (yl,y2,..,n)

Let us consider an asymptotically stable SISO where a1,se,..,s. represent all the

system S (A E R-
, B, C

1
E el

1
) in minimal combinations without repetition of n-j+l

form, for such a system it is possible to integers. The solution of this system depends
introduce the Cross-Gramian equation as it on the matrix signature.
follows:

W~.A + A-Wo - -B-C (1) III - OPTIMIZATION STRATEGY

The eigenvalues u, (i-l,..,n) of the matrix Referring to equation (3), our goal can be

W,. are real invariants of the system, whose stated as it follows:

modula are equal to the singular values c", given s,, a,, Ai (i-l,..,n), let us determine

(i-l,..,n). Moreover the sign of the Wo the set of system residues R 1(r,, r2,..,r),
eigenvalues are other invarianta, that

1928
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belonging to an assigned domain, such that the R = (6501.6 -17875.4 -5228.7
R'Q matrix has eigenvalues 0, as close as 4611.6 -36652.3 2624.23

S possible to the desired invariants u,-s,- .,
possibltor the dsirednaian tst Moreover the equation (5) assumes the final
Therefore the cost-function, that must be
minimized, has been stated as it follows: value FwI..0'

4
. Such a value implies that the

stated.problem allows a solution.
.2

- Z( -)u (5) IV.2 - Example 2-
k.1

In this second example we search for a system

uhere: with the' following eigenvalues, singular
0. is the k-th eigenvalue of the R'Q values and signatures:

matrix corresponding to. each considered

R(r,r .... r) set; A- 9 7 5 3 2 13

si and ek are respectively the k-th a - [ 90 80 70 60 50 40 3

imposed signature and singular value. S - ( -2 1 -1 1 -1 1 ).

The cost-function absolute minimum is known-to Due to the fact that the cost-function value

be zero only in the case that the original found in this case is Fin.7059.9, it is
problem admits a solution; when it does not possible to assert that a solution, to the
exist we hope to find the system that stated problem, does not exist. However the
guarantees the global minimum of the simulated annealing furnishes the system
cost-function (5). To minimize E(RI) the closest to the searched one.

The optimization algorithm gives the system
Simulated Annealing optimization algorithm [5] characterized by the assigned eigenvalues and
has been adopted. The use of the "Annealing with the following residues:
Algorithm" is due to avoid local minima that
represent a.heavy drawback in our search; in R - -166021.0 299194.4 -178760.344
fact, differently from the classical 5

hptimization algorithms, e proposed one 50005.7 11435.3 426.9 3.
accepts not only those solutions that produce
negative changes AE in the cost-function, but VI - CONCLUSIONS
are taken into account also the ones giving
positive changes that are accepted with a In this paper it has been proposed a numerical
probability P given by: solution of the problem of assigning system

structural properties as eigenvalues and
exp(-JE/T),* singular values. The employed optimization

algorithm.is based on the simulated annealing
where T is a control parameter called strategy.
"effective temperature". From this latter The examples reported show the effectiveness
consideration it follows the algorithm ability of the proposed approach.
to go, trough the local minima looking for a The procedure could be introduced for
better result. assigning other sets of invarants such as, for
Let observe that the stated cost-function example, the eigenvalues and the
gives the square of the euclidean distance characteristic values.
between the desired set of singular values and
the found one. For each choice of the system REFERENCES
eigenvalues, signature and singular value
sets, no a priori condition ensures us about (1) L.Fortuna, A.Gallo, G.Nunnari, "On
the solution existence, however the minimum of Built-in Balanced Models With Guaranteed
the cost-function found by the optimization Structural Parameters", SIAM 1988 Annual
algorithm gives us the system that best Meeting, Minneapolis, Minnesota, July 1988.
approaches the desired one. (23 W.Gawronski, F.Y.hadaegh, "Balanced

IV - EXAMPLES input-output assignment", Proc. of 28th Conf.
on Decis. and Control, Tampa, Florida,
December 1939.

IV.3 - Example 1] K.V.Fernando, H.Nicholson, "On the
structure of balanced and other principal

Let us try to synthesize a syste., with the representations of SISO systems", IEEE Trans.
following poles, singular values and on Autom. Control, AC-28 (1983), pp. 228-331.
signatures: (4) L. Fortuna, A. Gallo, G. Nunnari, "A new

A- ( 000 550 120 100 50 10 3 repersentation of SISO systems for studying

a-(308.5 69.9 8.6 0.2 0.17 0.02) approximated models", J. of Franklin Inst.,

u[ - l -1 - 1 -l 1 1988, 325, pp. 143-153.

By applying the simulated annealing in order (5) N.Metropolis, A.Rosenbluth, M.Rosenbluth,

to minimize the cost-function (5), the E.Teller, Journal Chem. Phys 21, 1087, 1953.

following residues R' have been found:
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ESTIMATION OF PIECEWISE CONSTANT ROTATIONAL MOTION IN THE PLANE

by Coert Olmsted
Alaska SAR Facility, Gcophysical Institute, University of Alaska Fauibaska

Abstract. Sea ice motion applications raise the two sets. The sums of squares of deviations from estimated
problem of fitting a piecewise constant rotational model beat constant rotation may be calculated for each set and then
toaset ofdisplacement vctors. Theprblemistwofold- optimized with reiect to s andt [Thordike 1989]. This is a
Estimating a rotation from data and partitioning the disete objective function hich junap when the bisecing line
data into rotationally constant classes . crosses the location of a data point. Each additionaLbh;sc-t i g

'To sohe this jme classification problem we use a line adds 2 dimensions to the search space, greatly inceasing
recprocal polar transformation and a inear clustering the complexity. This model is also restricted to straight line
algorithm. discontinuities.

Introduction. Remote sensing of sea ice describes its mo- Ap lying duster analysis directly to the data space encoun-

ion by a two dimensional displacement field jKwok et ah 1990]. tern the difficulty that a single displacement datum (Ax, Ay) at
Inspection (see Figure 1) supports the assumption of discrete cl- (z, y) does not uniquely determine a rotation. Any pair of data

ements, each of which rotate rigidly in the plane about a fixed determines a center of rotation at the intersection of the per-
center with a constant angular elocity [Olmsted 19911. The pendicular bisectors to the displacement segments. However,
model is rotationally piecewise constant with curvilinear discon- the displacements may not he compatible with the center. To

inuities. The motion of each element can be specified by three insure compatibility, duster only intersections (:r,y0) of pairs
parameters. the coordinates of the center and the zngular speed. of bisectors for data for whIch the displacements are roughly

equal, i e., a 02, where

JAzi - ro), + (Y, - v0)T

tttt t There are n(n+ 1)/2 pairs implying quadratic complexity, Then
cluster in the velodty 3 space (zo,t0,o). To use contiguity

I \ 1i information, however, we mast include the coordinates of each
X" \ \ \ I \ k datum, which raise the dimension of the search space to ,an

\\\ \ impractical lesel for the amount of data and compute power
\ \ \-xN x.x-.available.

\ \ Alternatively associate each perpendicular bisector with a

A \ point in such a way that images of linen which interect at a
I\ . common point have a distinguished configuration in the image

, \ ,N plane. One such method is reciprocal polars [Bracewell 1990].
[ I "I' I I ]\'N Parameterizing lines by slope and intercept, (s, t), note that if a
[ I I I € a \ \r. .... aiamlyoflinesareconcurrentat(zo, yo),thenforallsandtwe

a t \ \ ., ... haveyo=szo+t, ie.,sandtarelinearlyrelatedandtheslope
S.. .. and intercept of that line in the s-t plane depend on (zo,o)

uniquely. This relationship is preserved by any afine transform
of the s-t plane. Thus reciprocal polar points of perpendicular
bisectors of data from distinct rotations will cluster along dis-

Figure 1. Displacement field for ice motion in the timct lines in the s-t plane and this plane may be scaled and
Beaufort Sea between SEASAT revolutions 1439 and sheared so as to enhance the separation of the lines. Figure 2
1482. Arrows on some vectors show the direction. The
remaining displacements follow similar streamlines. The shows the reciprocal polars of tie data of Figure 1
tails are on a regular 5 km grid. Io

The Problem. We need to estimate the parameters from -1:
a set of rotational displacement data with errors. This problem-
has been well studied J[Vatson 1988]. In Cur case it is compli- -20
cated by the existence of several rotations the number of which is -30
also an unknown. We must first partition thy dta into a number -40
of elements, then estimate the constant rotation of each. The - 0 .f
latter problem is relatively easy (See Appendix I). The former -6 .
is a more diflicult matter of image classification. A measure of -60 - ."
the goodness of the classification is given by the total variation - /

from constancy of all classes, ..
Brute force optimization of the total variation over all par- -------------

titions is clearly too large a search. It is trivial that the optimal

partition will be the discrete one,in which each data point is Figure 2. Scatter plot of the reciprocal polar points of
a separate class. Th~en the t~tal variation is zero but no infor. all perpendicular bisectors of displacements from Fig-

mation has been gained. Restricting the number m of classes ure I These fall into six natural groups as labeled 1
through 6 Where geometneil clustering is ambiguous,

still leaves noncontiguous elements. Thus only gcomtrncal di- additional grouping information can be got'by consid-
sections are acceptable. This !uggets using cluster analysis in ering contiguity in the vector field, and the size of the
some space including the plane of the motio, displacements. Thus the outlier (marked OL) on the far

Aialysis. For instance in the case i = 2 c can consi right is compatible with the center of Group 4, but its
ariionsesu fo isetion s the ane by srai lider magnitude is too large. Similarly the member of Group

partitions resulting from bisectionsofthe plane by straight lines 5 whose reciprocal polar clusters with Group o is too
Parameterize a line with two real numbers (s,l), say slope and small for that displacement. The units on the axes are
intercept. Then for each such pair the data will be divided into pixel numbers scaled for clarity of the plot.
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Given a lster, linea reression will estimate the center co- where D - 2 Es? s 2 = -. and -,, is the
ordinates. We must now,, however, search for longatedldusters angle betwen ibnes s and j. The angular displacement 0 can
rather than round ones, a nonstandard image aisslysis problem then be estimated as the mean of the angular displacements 0,
One might hope to find a transformation of the plane which of each data displacement around the center (zo,y)).
would map distinct lines onto distinct points and thus smplify Both of these methods appear to he numerically stable for'. theclusteing. t is lemntar, however, to show that the only Bt fteemtosalc"t ent~dysal othe ustmntis ele w eer/to aho the on ly small angular displacements even for the case of distant centers
trasomtoOf the plause whidh 

1
ap al lie ot points where the displacements are nearly parallel.

aire the constant ones. Thus there is no transform which in-
jects lines onto points and .r are stuck with elongated dusters.
This problem can be attacked with spedalized algorithms such
as in Appendix If. The result is a determination of sets of dis-

-placement segments which 6%e i common center as shown in APPENDIX II
Figure 3.

. . . . . . . . For a set of data points in the plane S= (P :=(x,,y,=
which are distribted -with random error along a set of lines

JJJ;1i = ,x +J bj~j, estimate IV arid aJ,..

N A .X Rotating Swath Algorithm

\ ,\ A A\ \ . '¢',"..X X \X S,\ -. \ 1. Translate the origin to (z,Y,,) E 5, a point closest to the

1 ,XI x' X, X X - \ .2. For a given half width w and a slope angle 4, let F(t,, #) be
I "..the number of data points falling within the swath of width

[ 'l'A_. &x - 2w and slope tan, centered at (z.,y,). Compute this
function as a to dimensional array for = 0,175*,5 and

I I I I I e'A\N.< w=Aw,IW14,AwwherelV:=diamSandAw.." lV50.
] I I I t , t . -. ...-.. 3. Apply discrete optimization to this array of integers to find

I .. . local maxima of F. One such should occur fairly near the
" .low width side of the to, rectangle for each linear cluster0 - Of Points.

4. If there is a distinct global maximum at, say (Ws.,4isf), let

Figure 3. The vectors of Figure 1 grouped by dot- Sir be the set of points falling within this swath (of width
ted lines into the dusters of Figure 2 and labeled with 2w.,: and slope tan OCM centered at (z, 0 )). Consider it
corresponding numerals in cirde. as a seed population for the dominant linear feature of the

data set.
5. Do linear regression on Ssf to get a slope and intercept of

APPENDIX I the seed population cluster line. Add to this population all
points of S for which the deviation from the line does not

For a set of displacements V . in the plane, assume exceed the maximum deviation of the seed population Re-
they are the result of a rotation A(0) sampled with error and compute the linear regression on the expanded population
estimate the center V := (z0, yo) and angular displacement 0. and discard any outliers. Then iterate from the expansion

The first of two regression methods minimizes the total step until no new points adhere to the cluster
square error, 6. Remove the cluster obtained in Step 5 from the gcneral pop-

2s -ulation. Then start over at Step 1. Iterate until all pointsS(-,yo,9) := -- (. - 7) are exhausted or no new clusters are produced.

by setting the three partial derivatives of S to zero. This results 7. TO chek, vary the iniial point (xwV,,) and see if the same
in a 3 x 3 system of equations which is quadratic in cot I with clusters oppear.
explicit solution cot 22 =. l:f V where

c ,, REFERENCES

The terms definig #9 are the covariances between the various
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lengths and cot motron tracking system at the Alaska SAR Facility, IEEE

J. Ocean Eng., 15, 44-54, 1990.
'The second'method estimates the center as the point with Olmsted, C., Measuring sea ice defrmation with imng RA-

least total square distance from the perpendicular bisectors of ed, C. , Pasur ings ic e eration i ngerA-the displacement segments. If the perpendicular bsectors are nDAR sateltes, Prcedings of the Ingerna Junal Conference
parameteried aslins c, + s,9 = p,, c, +s,

* = 1, then the total on the Role of Polar Regions m Global Change, Junr 1991,
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The optimization, by nonlinear programming, uses an augmented
Lagrangian method. The Lograngian is minimized without

This matrix may he used to calculate the throughtpato of materia s in constraint by a method of Newton The criterion maximized in the
eacho grading class for oversize and undersizo. numa of the throughputs of the finished products. Contraints, are used to

favoor one type ofoutput or another *.lower and upper limits are impo-
01 ~cCQe sod en the throughputs of each finished products.

~~~I 90 =(IC o _-~ Q ~ ~ i 1%y~5 {1m fo

'The optimization variables are the settings of cushers 2,3, and 4

VI -EXAM~PLE
Whore I i the identity matrix and 9A 9 2the infeed, oversize and
undersize throughput veutOcs. In the absence of precise measure. The user has here sought to obtain mainly 10/14 snd 6/1O whle mmi
moons, the parameter mn has been taken equal to 20,.a realistic value mining ths quantities of 24 and 0/2 produced (crushers 523, 535, 625,

W-THEIMULTION645wcrusher3.4,2.1.D=S0mm).

The system consists of a sot of mochines interconnected by conveyors. Clearanceii (discrete volues) 525. W,5 625,645 = 5 -2 .4 -5.
The output variables of one constitute the inputs of anothern They are blfeed flowrate : 743 Tph, required llowrat; :I to 1000 Tps.
calculated using models of the devices Is the order upstream-downs- lThroughput of cruhers 525,535,625645 (Tph) *241 273 252 584
tream. However, because ofthe recycling to silo B(seeFi 1)"theout. Powers ofcruahers525,525.625 645,(KMW= 280 t66 89 133
put of crushers 2,53, and 4 acts on their own Infeed. This is why the
calculation requires several iterations until the power, tluwrate, and Crusher~.s inga..
grading variables cease to change as judged by some criterion. There 01 /4 01 / V 1
is therefore a fundamental poblem here in the simulation of these O/ 0/4 00 6 04 02
processes, the problem of convergence, s problem thot is still unsol. 55 100.0 762 50.0 45.2 395 32.6
ved. The steady state has been simulated as shown by the following G625 100.0 71.2 52.1 60.8 37.5 29.0
flaw sheet (Fig. 6), usable in the general coa (the devices ore numbs. G626 100.0 985 51.6 21.2 130 5.1
red in uopstream-downstceam order). G646 1000 538 380 22.3 14.2 65

For a1 paticular set of control Value$ (91, 92, g3, g4, Qs) Int the general £inihg.d oits
case, th nedfortsof the ilos are nut equal to their output fin. Class Thrughoput Percentage Percentage
wrote., and the levels, are unstable. Ta locate an equilibrium point (Tpo) (%) desired (%l
(level of silo$ constant), the settings of crsether l and the lofeed flu. 10/14 201 4D 30ta50
wrote of the installation ace calculated assa function of the settings of 6110 171 23 30 to so
crushers 2, 3, and 4 by an Iterative method. This problem of equli. g4f6 78 1.0 10to2O
bridim insa process involving flows of materials Is common. The me- V14 74 10 Stao
thod of attaining equilibriumnused herelisshownIn figure . 0/2 0) 8 Oto5

VUl -CONCLUSION

In this article, on the occasion of the wick done on an industrial case,
we have, attempted to show the difficulties Inherent in the simnulation
of quarry Installations and to propose some solutions.

The main difficulties encountered are in ntiking Into accont siertur-
botione In the materials, the modelling, and. In the case of a stotic si.

M mulation, the sesrch for settings of the devices such that the flows of
materials sre in equilibrium, ILo. the levels of buffer stockos are

.. I nt-sconstant,

The first difficulty woo resolved by using models of o variation about
an operating point and the second by the use of&a corrector calculating
the settings on lbs bazis'of a criterion of equilibrium,

This simulation work is only a first step towards the automation of
114 ettWiUtidt.,Oei this typo of procoto.
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Ab In this paper, resonant modes of
different waveguides are computed with "edge f, rote.rote' dQ - k, 2 e.e" (M 0 (1)
elements" . These finite elements avoid'all
the "spurious modes", the non-physical where the values of k. are the cut-off
numerical fields obtained fromthe solution wavenumbers.
of eigenvalue problems with classical finite
element formulations. Moreover, comparisons III. FINITE ELEMENT FORMULATION
with analytical results and previously
published-ones show the great accuracy of the The region n is discretized with
numerical technique. Both empty and a classical triangular mesh.
dielectric-loaded waveguides are analyzed. The edge elements have the following

properties : the degrees of freedom e. and
I. INTRODUCTION the trial functions w. are associated to the

mesh edges ; e. i- the circulation of "e"
The finite element method seems to be a along the edge "a" and w. can be expressed

powerful tool for the analysis of arbitrary as:
shaped waveguides : cut-off frequencies can w. - x! grad, - )j gradx! (2)
be obtained as solutions from an eigenvalue
problem. The most serious difficulty in these where At  and At are the barycentric
studies is that the computed solutions are coordinates.
plagued by non-physical (or "spurious") In each triangle, e - ( e,, ey) is
solutions : solutions which do not
automatically satisfy the divergence free e I t - 1  y ey - e+ azx (3)
condition implied by the Maxwell's equations.
Many attempts are performed to circumvent where acE R ; 0(2 R,; 53 t R
these unwanted fields [l]-[3). It has been
observed that disoretized fields with Substituing in (1) the discretized fields
continuous tangential components suppress the obtained with (3) for "e" and "e'" , we
"spurious modes" 113 but no precise argument deduce a generalized algebraic eigenvalue
was put forward to explain the importance of problem of the form
this approximation. Recently, Bossavit showed
the reason for which "edge elements" (a class A U - k, B u (4)
of mixed finite elements (4) (5)) will not A ( the "stiffness" matrix) and B ( the
generate "spurious modes" (5). Here, we have "mass" matrix ) have dimensions n~x nswhere

n. is tne nuuber of edges in the finite
developed such a numerical approach (6) and element mesh.
applied the technique for the analysis of
empty and dielectricloaded waveguides. IV. NUMERICAL RESULTS

II. VARIATIONAL FORMULATION 1. Empty waveguides

We deal with the Maxwell's time harmonic A hollow rectangular waveguide (I x 2)
equations inside a 2-D bounded region 0. This was analyzed. The number of unknown edges is
region contains lossl6ss materials and is 126. This simple case gives spurious modes
surrounded by an ideal conductor (e A n - 0). when solved with classical finite elements.

[3. Here, no spurious mode is observed. The
A weak formulation of the wave equation first lowest modes were computed (table 1)

for the transverse electric field e - (ee ) and compared with analytical solutions. The
in n can easily be derived : relative error never exceeds 0.6%.
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Tod-. 1.569 0.05 2.1 2.526 2.531
TZ1  93.140 0.03 3. 2.240 2.61

4.ii 104 31 1 .909
TZ, 3.506 0.18 S. 2.698 12.729

T 3.506 0.18 Table 3 Lowest -alues of k. for half-filled

Table 1 Computed k¢ for a rectangular dielectric wateguif
waveguide

V. CONCICSIoS
A similar calculation was perfored for

a hollow circular vaveguide (Radius :1) with "Edge ele=seat have been used to mcdel
130 unknown edges. No spurious =ode was emPty and dielectric-oaded wave-=ides.-jb-e
observed. The results are Shwn On table 2. first cut-off freguencies were computed ;

yodesl k. lettor (1) cc=par1.-cns with analytical results values
and with previously published Ones show the

[ 1.860 1. efficiency of the =ethod.

TE, 3.091 1.2 These elements avoid all the velr known

TLe 3.852 1.2 "spurious nodesP and seem very prc=sing for
the study of more cc=plicated probles in

TEn| 4.i73 1.7 high frequency applications.

Table 2 Computed k, for a hollow waveguide

Figure I shows the distribution of the V. REFte lCES

electric field for the TE1 =ode. [1] IaWCUI F. "Mixed and penalty
formulations for finite eeent analysis of
an cigenvalue problem in electromagnetism"
Corp. Moth. Appl. Engng. , Vol 64 , pp
509-521 , 1987.

I

(2] HAYATA K., ICOSHIBA M. , EGIJCHI M., SUZUKI
I 'H. , "Vectorial finite-el.ent method without

I any spurious solutions for dielectric
- | I x iwaveguiding problems using transverse

magnetic-field component-, IEEE Transactions
on Magnetics , Vol MT-34 , n'll , pp

1120-1124 , 1986.
Figure I Electric field for the TE1  =ode

[3] RAIJ.S B.M.A., DAVIES 3.B., "Penalty
2. Dielectric-loaded waveguide function improvement of waveguide solution by

finite element", IEEE Transactions on
A rectangular waveguide half-filled with Microwave Theory and techniques, Vol MTT-32,

dielectric material ( figure 2) was studied. n'8, pp 922-928, 1984.

(4) NEDELEC J.C. , -Mixed finite elements in
i-iR -4. , Humer. Math. , Vol 35 , pp 315-341

1980.

[5) BOSSAVIT A. , "Sinplicial finite elements
Figure 2 Half filled dielectric waveguide for scaterring problems in electromagnetism",

Coup. Meth. Appl. Engng. , Vol 76 , pp
This example is used in the literature 299-316 , 1989

as a test case for calculation netnods. The

number of unknown edges is 210. Spurious (6] PICHON L.,RAZEK A., "3-D cavity
modes often arise in this problem [2]. Here, resonances computations without spurious
no one occured : all the computed solutions modes", 4th International IGTE Symposium,
correspond to physical cut-off values. Table Gratz, Austria , 10-12 October 1990.

3 exhibits the lowest computed values of k.
for different permittivities c,. A comparison [73 MA 3. G., "Numerical analysis of the
of our results with those of a previous work characteristics of TE-modes of waveguides
[7] (obtained by means of truncated series) loaded with inhozogeneous dielectrics", Proc

shows a good agreement. IEE Pt H , Vol 138 , n'l, pp 109-112 , 1991.
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_______t Fire-sprinkler intraction also leads itself to this
Thi Ppe.exuredsth feldMoeling aprachtoth form ofammlysis. This Problem is conside-ablymo'

simulation of enclosure fires to Include fire-srnkier Caupliesled th-2 s ~ratf;-oa d fire In encosue
interaction. The volume fraction or £uleriza-taleriam, sionadsn. Theme are new twa pbysical phases which nnt
BXyroat is used to simulate the tmwo phases. Tbec hot =t no te vrl obeoaticat

fir tets evrses to phse hil th liuidwatr. description. These are the gas phase 'znvlue the
Paiclgaes tehe s eiase w h a haicl moe lquidsented general fluid circulation of the bet combustion

takes Into account the three modes of Jnteraction ipryducts whic the boo aecxd Vaa.ma ito, the wair
between the phases: drag. heat- and mastase.The drpe$wihhv bee l'ee Inol by thre
result~ng fliite-difference ecations a.e solved for ortmest adeaaae ,vossuisb
asleg the cooercially available compter packa.ge atoswere concerned withseL ytt
FWESICS. which employs the two-phase algorithmr IF f56 Ee- the azalysis is "straded to deal w~ih the
(inter-Pbase Slip Aleorith.). Comparisons between transient "amr of the pbecourza is;.
ezperisen.tal and predicted results are presented, Th. itbesan lcmi Descevlt.os of the phyrsIea i'rabien
Carrent research Is directed towards improving the Fr rae togboac rvsfo hc ie
efficientayiofo. te oihs n hi rise to large-scale turbulient motion controlling the

islsenatin.diffusion of sass and mostrbum. Krate.- droplets Injected
Introduction Into this hostile enviranoznt. Interact with the Sat

During 1133. fire claims cost the Association of rases by be,'ng entrained into the thermal plume or by
British Insurers In excess of icOO million an h re-dircting the flow of the hot gases.
lives of about 1000 renpie. The Installation of The independent variables used to mode, this
sprinkler systems within occupied enclosures has always fire sprinkler interac..iuo poenosena, are the .sidth.
been seen as an effective seams of redcingw fire height and length; a. y and z of a cartesian
losses. Fires In structures which =.ze protected by co-ordinate system. as wali as time t.
sprinkler system are of tea controlled and extinguished The 1S dependent variables requiring solution are the
before the arrival of the local fire brigade resulting six velocity coaponents (u.~wlfor the gas phase
In minimal property damage. The loss of life is also
greatly reduced (3.21. and (u2.vz.wzl for the particulate phase In their
in order to efficiently combat fire it is necessary to respective cartesian direction (x.y.z). along with the

undestad te ntur oftheintracionbeteenthe pressure p. which Is assumed to be the same for both

hat combustion products and tihe liquid ater. -.his hzs Teatlpsfotegsan"erhss.,
rumbles fira engineers to optimst the design and and b, respectively, along with the concentration of
location of sprinkler devices, water vapour within the gas phase. c. The gas and
For many years physical experimentation Into these liquid volume frattions r. and rl are salved for
Pheomaena has been the main mreans of insestigation. Including the effect of evaporation. The 'shadowl
However, the amount of human and financial resources volume fato.r.Is the voluse fraction In the
required to carry out a full-scale fire test withfrcon r5
completely fitted enclosures. such as a room or absente of evaporation. Finally the turbuleote kinetit
aircraft fuselage. ca:% be extremely expensive or even energy-and dissipation rate of the gaseous phase (h.s).
Impossible. Additionally, It Is not always possible to turhulence in the liquid phase is neglected. The
conduct enough fire tests to adequately deal with all shadow volume fraction technique allows us to
alternatives, such as the nature and position of fire evaluate the diminishing droplet size during

sources, venilation alternatives and sprinkler evaporation (7].
options. Itathenatical modelling provides a means to Governin? Differential Equation%
overcome these difficulties.

Mathematical liodelline! All these dependent variables, with the exception of
Pressure, appear as the subject of the differential

Xathematical modelling of fires and smoke spread In equations of the form:-
enclosures has received a considerable amount of
attention. Field modelling represents the sost (rpo- *i (IotVI *1 -r1 ro grad ol - riSi 11)
sophisticated modelling strategy availahle for the a
simulation of enclosure fires. This deterministic where o stands for a general flidproperty such as
approach 13.4) provides us with a clearer undirstanding velocity or entoalpy. f and S are diffusion coefficient
of the couples Processes occurring within a fire ind source terms respectively. ard subscript I refers
enclosure. Studies of different flees within a to-the phase in question (gaseous or partictiute)-
specif led compartment geometry can be carried out with The Miss-Contervatfon riruation
ease and wit'.1 less expense than full-scale experiments.
Field models Involve the numerical solution of The pressure, ariable is associated with the tontituity
rec irculating three-dimensional turhulent buoyant fluid equation:-
flow with-best and mass trasfer. As a result they
consume a considerable amount of computer power, (rp)dv(jll .-Si (2)
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wlz I I tedejy fth hae tic east %all. TestU vrwasloae .Mblw

rat o 0.99lo-%1s a =azzle of 70, from the

* r - 1.0 (3) srAler heads axis of aymmetry. This diperso
Thbe xoucevlslth term S, s the rat of cr, toa pattern took Into accoat the s;7jinkbu' dtkectcr

(Souce 07 he gs. ickfor-be iqud).plate. It was assoed that droplets with a uniform
average dimmeter-of lam were released with am initial

Ansi1frv gEqat!oe temerature, of 20'C.

oe to the very nature of* the probien. i.e. the 7he room conditions prier to the sprinkler activation

need to beiiieladed In the =odel to close the problem. from the sicgie-phase simlation. which lasted for 420These time-depeodent-relations deal with the interpbaie seconds, were used as Initial values for the two-phase
heat and mass transfer and the friction between the gas fire-sprithier study. During the single-phase
and the iid phases. 7he assumptions made are that simulation the fire was rasped from CMXu to 4M~
the Vas and droplets are dispersed wuithin the according to experimental data. The fire was modelled
control-voieme and that the droisiets are spherical. 'he as a heat source oc="pi=Z a fixed area of 0.4Smao.5.
last assumtion Is not essential hbut simplifies the positioned 0.25a from the east wall. After 420 seconds
natore of the empirical input (61. the sprilr was activated. During this stage, which

The Solution Procedure latdfor l201seconds, the fire was maintained at a
constant MYki. The simulations were performed with a 1

The above equations are -solved for using the computer second time step.
program PSIEAICS is] with the built-in equations
solvers stints and IPSJ. (loter-Phase Slip Algorithm).Reut
The latter, a more elaborate s-,ition procedure which During the experiment gas temperatures were monitored
is- used for mlti-phaseL modelling. Is able to handle at seven main locations. The thermocouples were
the presence of two simultaneously present phases positioned 75m- below the celilng. Comparisons between
sha ring a common pressure. It evaluates the Increased experimental and numerical gas temperatures for two
:"her of governing, equation* of the flow and the sites are presented In figure 2- The thermocouples were
stronc Interaction between then. such as interphase located, between the beat source znd the east wall
frictiou-and mass. as well as the space sharing of the (figure 2-a) and In the vicinity .f the room's west end

volume fractions condition. For these calculations high corner (figure Z-b). These clearly Indicate that
FiiOtNlCS ons-s the conventional staggered grid approach the correct trends in temperature variation have been
for solving-flilte-voluxe equations 18). captured. Experimental and nuserIcal uncertainties

Fire-Sprinkler timulation concerned with the fire load and the coarseness of the
numerical grid contribute towards the observed

In order to evaluate the validity of the model outlined discrepancies.
above, It Is necessary to compare experimental
fire-sprirkhiei data sith model results. Two fire 10________________
scenarios have been Investigated, The first concerned a
corner fire located In an OPEN office-sized compartment Msn
(6.91. The simulation results agreed reasonably well
with the small amount of experimental data available
for comparison purposes. The results presented here .05

concern a bed fire within a large CLOSEDi hospital ward. .O

The experimental results were produced by the C.X. Fire -
Research Station (10].

The fire cospartaent depicted In Figure I was a six bed
hospital roam of dinensions 7.325a by 7.8Sa by- 2.7. C . . . .

The flow domain was fitted with a l~xlxIli cartesian ~ oTime (Wn)
grid comprising of 2310 control volumes. The theroal (a
conductivity and thickness of the walls. floo.r and
ceiling were supplied and Included In the calculations.
In addition, six lil( oil filled radiators situated on a
wail were modelied using a single GkW heat source 7.5a
loig. 0.3 In width and0O.Sm high. W..". (C)

40-

Slam I"- 2M 0014 6* 1 " W

time (win)

5 (hb)jeoW u5
1

O

Prre I Hospitil Rom Sch,atit Figure 2 Predicted nd meastured pas temps ttt two

In the experiment the fire was situated on a bed which thermocouple locations.
was 1 35awd.17mI1egt n to .ma allocated between heat source And east waill
the floor. The bed-head was positioned at the centreov of oae nte iiiyo et n ihcre
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the following thee di rans are takem tbo the
centre of the roes and through the fire adsPrinkle
s ea. ircres 3 and 4 show gas ten at s and
velocity vectors before and 120 SeCocbr after s-riekle
activation. Thee clearly shew the a=ne-r In which the o

Vases to a sall a.-ea of the room. E ntually the ases
remote from the fire and sp.-jler are cooled down. As5

can be seen In firare 4-s. prior to sprinkler 7
activation tber exists one large re-circulatian cell _ __!_ _,_,

drlrn.'-ha beat soare. Two minutes after sprinkler

actlition(figure 4-b) two ajor flows are apparent.
The first. generated by the sprinkler Is downrds. Pleore 5. Predicted solne fra tiona of water nlr.e

Z&ilectinz off the bed and along the floor. The so Thames Poytechnic -e l-v modified the fluid flew
generated by the fire. Is along the telling. These two I VoL ,n = 1 to e ffi id fcurrent ~eet towards the centre of the roon. aidlg 'he pac e nei.-FLUI/ (Ill to woe efficient se of

the mlti-processor architecture offered by the lVtlS
sizing and cooling Poces. Transpater. Early work reveals that-on test problems

Involving up to 17.&90 cosyrational cells and
- utilisig is transputers. effeency of over M canbe

achieved. o a IS processor trausputer syrstem this
results In a 13 fold speed-cp [12]. TranslatliZ-this
performance to the above fire-sprinkler slmlation and
using 15 transputers It is expected that the 291 hour
simulation could be performed in about 22 hours.

a ConeiJusioqs

The resultz presented above indicate that

(\ . J I time-dependent fire-sprinkler scenarios can he
siulated using the outlined volume fraction approach.
Farther studies are currently In progress to
investigate the effect of flo rate and droplet, size.
Furthermore. detailed grid-refinement studies need to
be undertaken. It is envisaged that these and other

cosputationally Intensive fire field modelling
calculations will be pursued on parallel architecture

Firure 3: Predicted Gas .Tep.Contours sachines.
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NUMEDRICAL SIMULATION OF ENHANCED
Oi RECOVERY
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Absrac 3Mathecmatical equations of polyme flooding

Polymer flooding is an oil recovery techniquer, where polymer is

added to wter which is injected int an oil reservoir to inr A mathematical -oddl decr~ibui polyoc flridin of aeos
hydrocarbon recorey. Polymer flooding is a complex physical me~diii consists of a coup'.ed system ofmconlinear partial differ-

process, which can be described by a system of nonlinear par- ential eqatsons. Let x denote the position in the reservoir and

tial differntia equations. A numerical method for simulating le be timne. Pressure, p(xt) and velocity u(x, I) of the total

poly.e flood, is preseted. The method is based on Special (incopressble) fluid are governed by Darep's law

numerical techniques6 which introduce almost no nunserical dif- Vu qx),u 4 xAsc(ppscV~) 1
fussion and which permit rltively large tun stps -Locally ,u=-~~)~sc(~'-ps~)dx)

refined and dynamuically adapted giids are used to accurately with q the well flow rate, X the absolute rock permeability; A the
represent sharp, moving fluid interfaces and to reduce Coiiiporta- total mobility of the flid; p a gravity term; and d the reservoir
tiousal coats. depth. The fluid consists of two immiscible phases: an aquiesu

In-rodctionphase containing water and polymer and an attic phase contain-
ing only oil. Saturation s(x, t) of the aqueous phase and cnoen-

Enhanced Oil Recaveuy(EOR) deals with cotefetv teh iratien c(x, Q of polymer in water satisfy the mass conservation

niques to inrea-ase oil production from existing fields. An exam- equations

ple of an FOR- technique is polymer flooding of fields containing x)a- fscvxi)-V(~~)s .xL 2
heavy oil. The efficiency of the recovery process can graly be (2)

improved by adding highly viscous polymer to the injected wa- (+oc)
ter. The polymer is estly and is typically injected in slugs. ONx) +V(fs atxL)VP(~)V)=c.x

Polymer flooding is a complicated process involving a fluid(3
composed of oil, water and polymer. Water and oil are assumed with 0 the rock poronity, f(s,c)v the aqueous phase velocity,

to be imiscible, while polymer mixes only with water. The q. the water source term, and o(c) the fraction of polymer ad-
flowof fluid through a porous, heterogeneous reservoir is in- sorbed by the porous rock. The tensor D' reflects diffusion at
duced by the pressure gradient between injection and production ihe oil/water interface due to capillary pressure effects, while TY
wells and is affected by gravitational foar~es The distribution of models (molecular) diffusion of polymer within water
components (oil, water, polymer) over the reservoir is governed

by nonlinear convection (shock fronts), physical diffusion (cap- Numeriiclimlaionh

iMary pressure), and adsorption of polymer by the rock. Ml ' d
iterfaces may ".A~me unstable due to large differences in mus- The total fluid velocity u and pressure p vary slowly with time

cusity of the diffei ui fluids. A fluid may form so-called ciscous and-are-wealy coupled to saturation s and concentratiosi c.

fingers, which channel through another fluid towards the pro. Henice, a sequential approach is used to solve the equations
duction wells. Tlu will clearly reduce the efficiency of the oil Each timestep, the equations are separated into ani eliptic equa-
recovery process. tion (1) for velocity and pressure, and a system of convection-

Accurate simulation of polymer floods is quite difficult but of dominated diffusiomn equations (2, 3) for s and c. Assaiming

vital importance to an oil company wishing to optiizie the poly- and care known functions of x, equation (1) is discretired using

mer injection strategy. Conventional (finite difference) meth- mired finite elements and solved by an efficient ninlisgrid tech-

ods often introduce excessive numerical diffusion, which badly nque (Schmidt and Jacobs, l9SS) Operator-splitting is then
smeares sharp fluid fronts and which destroys most of the dy- applied to the system (2,3) to deal separately with the effects of

namical behaviour of the simulated slog flow. Our solution conreclion / adsorption
method is based on decoupling the equations during timestep- as _________)

ping and ticiting eachi equation by the tno~t accurate and cf- oy 01fs cv .c (,cv q
ficient numerical technique. Allcalculations sre performed on (4)
locally refined grids in up to three space dimensions. Tho grids and diffusion

are dynamically adapted during simulation so that solution ac-Os)cuayinacd'and computational costs are reduced. as--'Yse )V)O 5

curacy ~ ~ ~ is enane -L-V((,CV)0 a .D(')c
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Thenoanea a tamA87s~oeesnatons(9 s slve by conveienty disereized by mixed Eirte densnta and solved by
the sadhod of whrotsiic onbed wish dieens solcss. mltigrid. The e u~pling between s ad c and the nocincari-
NocnSrities in the system are6 governed by the fccdioscl flo ties in the iuric tesr '( V)(s,c) are handled by
funeiccl A~SA = A,i +AX), where M..s") = J~IM"() - app!m itcaiors.

AA)=(1 - syJp. are the aq:cens and oleic phase mobilities
and p. , p. are the viscosities of water (poer-&-dpedcnt) '~i5 ts
.rnd oil. The finctioni J(sc) is S-shaped (wmith &sic&e inflection
po) and haoertics: f(0,c) = 0 , f(Isc) = 1 9 f,sc) > 0 The figure illustrates a two-dimenmsions! siaties of polymer

f,(s, c) <0, far 0< a< I, 0:5 c Sl. Adsorption ofpely~m foodng by themimeetecal method. W~ater (m gay) and poly-
by the rock salis,"e the conditions; c(0) = 0, a,(c) > 0, mecr (in black) are injected at the loxe-left owner of the square
a_(c) < 0, for 0 < c,< 1. The veoiyv anbe obtained domin (a s ty lea-ofan casror).0-(in whte)
directly from the Iota Esd velocity u. The rnulti-dional is piroduced at the cpe-sight, comner. The polymer slug as pm~
problem (4) can thus beoduced to ose-divm calocnservation ceded and followed by a weler Blush. The reserm is assumed
laws to be homogeneous (i,_, cosant permeability and porosity).

Local grid eiesrae is used to increase the resolution of the
a, +Asf 1=q.c 0 (sc+ a*)), + (ef s'e))t=09V0f (6) oil/water and waler/polymer interfaces. At the same time, the

strrmlies.Thee srealine ar deine asthe total number of grid blo-is is reduced. Fine grid blocks (ob-
along srains h temDewedfw asteio- tained by repeateodly subdividing coarsesr blocks) move along
gal curves x(f) of the- system of ordinary differential equations with the polymer slug and the anter front as the displacemeiit
dxldc = v(x)I/(x). This system can he solved very efficiently p-as,, continus
by erploiting the mixed finite element representation of v.

Ifsi and care represented by constants on each grid block,
the essential task is now to solve a sequence of (1-D) Riesianas
problem along streamlines. Witing (6) in quasi-linear fus
ecd Riesan problem consists of the hylerbolic system

with two constant states as initial data frf<0
=a I O.L, CL) , fr<

Icttu) 1 (SR,eRfT , for C> 0

The Iliemansi iroblem (7,8) has a complix structure, which be-
comes apparent by considering the eigenvalues A' = f, , A' =
f/(s + a,) and cigenvectors e' = (1,0)l , e' = (f,,Ac -. X)
of the Jacobian matrix associated with (7). The problem is
not strictly hyperbolic (I c., Al(s,c) and Ac(s,e) may coincide
for certin (s,ec)) and not genuinely, nonlisear (i e., e.VA' and
e.VAI may change sign). It is therefore not possible to apply
the (standard) theory of hyperbolic systems (Lax, 1972).

However,,3ohansen and Wither (1988) have described the
construction of a unique solution of the Rierarin problem (7,8).
The solution consists of constant states connected by smooth
seg ments (rarefuetion warts) and by discontinuities (shock trares).
The iarefaction waves are associated with the integral curves of Fig. Numerical simnulation of water preflush, polymer slug and
the cigenvectoes e', e . Shock waves are (physically meaning- water postfiusli for a homogeneous reservoir.
ful) iliscontinuitica, satisfying both the Rankine-Ifugssfst jump
condition and an entropy condition. The precise solution of the erri
lliemann problem c~nsists of a combination of (i) a c-shock and
conijosite s-waves (if CL > CR) ;or (ii) c-rarefaction waves and mbMelnRHJ N ercletosfrovigheo.
composite s-waves (if CL < CR) A composite s-wave is a Coca- Ieigb Meybli [qtions Numercal mehdsa flor, snolveingsnn
bination of an s-rarefaction wave and an s-shock that forms the lier" ye' o I qain ofruedi fow, Hpri: Proless
solution of the (scalar) Backley-Leverelt problem ss+f(s,Z)t = o of the Third Interniosal Coifn e syerliPole,
for some flied polymer concentration &. 0 Uppsala, 1890 (to appear).

All shocks and, waves arising from the solutions of differ- Johansen, T. and Winther, IL., The solution of the Riemann
eat llicmann problems along the streamline are followed during Problem for a hyperbolic system of conservation laws modeling
the timestep of length At,. Wave interactions are fully taken polymer flooding, SIAM 3 Math Anal 19 (1988), 541-566.
into account (Gmelig Meyling, 1990). Artificial smearing of dis- Lax, P.D., Hyperbolic Systems of Conservation Laws and he
continiies is virtually eliminated and timestep limitations of Mathematical Theory of Shock WVaves, SIAM Regional Confer-
CFL-type (i.e., At/Af mar(A1,A') :5 1 ) are avoided. cee Series is Applied Mathematics, Vol. 11, 1972.

The implicit time-discretiration ~fs o Schmidt, G.11. and Jacobs, F.J., Adaptive local grid refinement
43)'- (sC)*)/ibt turns thoqparvabolie equations (8) into a and multigrid in numerical reservoir simulation, 3 Comput

coupled system of elliptic equations. These equations are also Phys. 77 (1988), 140-165.
1940
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. SIMLE NMERICAL SCHEME TO DEAL WITH

OmE-DInMSIO.AL ICE-FORMATION PROBLEM.

G. A. Vinnicombe and S. Misra
Department of Mechanical Engineering,

King's College London, London WC2R 2LS, U.K.

Aostract -A simple numerical scheme is widely used method to deal with phase change
desorbed which deals with one-dimensional problem.There are,though,t ew apparent
ice formation problem. The method is used drfltie areptoug to ap ether t~nmercalyinvestigate how the rae difficuIlies in employing the enthalpy method
here to-numerically ratete ho therte for the ice formation-problem. The first isof ie frmaionis~ffeced y (~covecive the specific heat capacity discontinuity at
heat transfer coefficient at the ict-water the freezing temperature and the second is in
interface, (o) the effect of initial water accounting for the convective heat transfer
temperature and (c) the effect of the coolant at the ice-water interface.Both these
terperature. It is shown that the heat problems have been successfully tackled
transfer coefficient and the initial water [4,5] but not-before indulging in tedious
temperature have a limiting role to play in mathematical formulations.
the ice formation process but, as expected, In another method ,the front tracking
the effect of coolant temperature is very method, the position of the.ice front is
significant. obtained at the end of each iteration . The

difficulty with front tracking method ,apart
I. Hosenclature from its inherent weakness of being dependant

on the position of the interface , is its
t Temperature extreme complexity in solving higher
t" Water temperature dimensional problems.Fortunately, though, for
f Freezing point of water most engineering ice-formation applications,

the one-dimensional result is sufficiently
t. Coolant temperature accurate for all practical purposes [5].The

x Distance of ice-water interface from advantage of this method is that the positionthe plate of the ice front , which is the most

r Radial distance of ice-water interface important quantity , is obtained directly
from pipe from the analysis and it is not necessary to

k, Thermal conductivity of ice infer it from an interpretation of the

k Thermal conductivity of water temperature profiles as is necessary with the
enthalpy method.

f Heat transfer coefficient between The purpose of the present paper is to

coolant & plate present a simple alternative front tracking
f w Heat transfer coeff at the Ice water method and to demonstrate its use by

evaluating the role of convective heat
interface transfer coefficient at the ice-water

p Density of ice interface and the effect of initial water
pDensity of water temperature and the coolant temperature on

the rate of ice-formation.This method has the
cI Specific heat capacity of ice advantage of computing the position of the

cSpecific heat capacity of water ice front directly but is much easier toS heapply than the front tracking method.
h, Specific enthalpy of ice formation III FORMULATION
X Thermal diffusivity of ice

a Time Consider a simple model of ice
D Distance between the cooling surface and forming o.i a semi-infinite plate which is
boundary of the water domain, adjacent to coolant held at a constant

Subscripts temperature below the freezing temperature of
i Ice water (Figure 1).
w Water

.II. INTRODUCTION

Ice-formation an everyday phenomenon,is easily achieved both naturally and under

experimental conditions. However, the large ice
amount of literature on the mathematical coolint
descriptcion of the problem ,referred to as
the Stefan Problem, is considerable and
testifies-to the fact that the proper
prediction of the process is , on the other
hand " not so easy. This literature is well
reviewed by Crank (13, Salcudean and Abdullah
(2) and Lunardini (3). Because of its >"
non-dependence on the-phase change front the
epthalpy method 14) is by far the most Figure 1
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uniform at . The enthalpy, balance equation 0

at the ice-water interface yields the 0 4

velocity of-the ice front as: "e

Where AL is the local temperature m~~~~ax =- oz

Iradient within the ice mass at the
interface. a
Now consider an element at the interface on O
the water side , in-time 38 n2 0.01

them a an enthalpy Zk '
balance yeilds the rate of change of water F e

temperature with time as: - 0

at - f.. (t- t') 0 1 20 30 40 50 60 70 80
, = (2) T, &*Lfts)

e( D - x ) P p * C r 2, Vaitbn Of 2-frot And WOtc( TvmWOt %tu c lne

V TEST PROBLEM

Equations (1) and (2) axe a pair of The stated formulation was tested by
first order simultaneous differential simulating the following conditions: Ice is
equations which can be solved to give the formed on a flat vertical plate adjacent to
position'of ice front and the water coolant which is maintained at a constant
temperature during tha freezing or thawing temperature. The plate is in an insulated
process. water tank and the water is initially at a

For freezing around a pipe the uniform temperature.The dimensions of the
corresponding equations are : plate and the tank are so chosen and the

conditions are such that the assumption of
S f.(t. t,)]/ h, (3) one-dimensional freezing is justified.The

88 1) h various parameters and conditions used for
computations of the results are includec

and in table 1.
(%- t)TABLEI

at -f TLE (t - ) (4) PARAMETERS FOR THE TEST PROBLEM

88 (D r) • p. •
Heat transfer coefficient at the

IV SOLUTION coolant/iCe boundary(fo) 2.0 kW/m /K

Thermal Conductivity of Ice(k ,) 2.2.10'
t
kW/mK

Equations (1) and (2) can be solved
numerically using any of the standard Density of ice (P,) 91

procedures for initial value problem. The Specific heat capacity of ice(c,) 2.0 kJ/kgK
only problem isthe term k.at/ax in Sp. enthalpy of ice formation(h) -333.SkJ/kg

equation(l). At the start , when there 1
is no ice then : Thermal conductivity of Water(k).6.10"kW/sk

Density of Water (p) 
1000 kg/ m'

=x Sp. heat capacity of water(c) 4.18kJ/kgK

Thereafter the tempertzure gradient can Freezing point of water (t,) 
00C

be obtained from the solution of the Distance between plate and boundary (D) 1.0M.

conduction equation in the ice . ie.
--t-- .z (5) To assess the role of convective heat

transfer coefficient at the ice water

This can be solved , most conveniently interface (f), the water temperature (t.

using a finite difference equivalent of (S) was initially 10
0
C and the coolant

with the boundary conditions : temperature(t.) kept at -40oC. The various

values of f used ie 0.01 kW/m
2
/K to 4.0

x - X t - t kW/m//K were chosen to cover the entire

Thus-the solution is a combination of,for 
spectrum of likely practical values of f.

example,the Runge Kutta Method and the The ice front position at different times for

finite difference method. the various values of f is shown in table 2.

A typical result is shown in figure 2. Because the water temperature was also

changing there was no maximum ice thickness
and ultimately, all the water will become
ice.

1944

___________________ ------------- - -



TABLE 11 rate of ice formation but as the ice builds
POSITION OF ICE FRONT AT DIFFERENT INTERVALS up ,the rate decreases compared to higher

WITS VARYING Fw values of f'. The overall rate 'of ice
formation is marginally more in the case of
higher f values but for allpracical

TIME POSITION OF ICE FRONT (MM) purposes the~difference is insignificant.
(MIN.) Results from table 3 show,as would be

expected, that with increasing water
i0.0 17.08 16.33 15.42 15.25 .15.53, 16.02 temperature the rate of ice formation
19.99 24.73 23.86 23.70 23.63 23 82 24.15 decreases. Howevei it is noted that the
29.95 30.56 29:72 29.88 29.82 29.97 30.24, effect.Is quite small.
40.00 35.47 34.69 35.02 34.97 35.10 35.33 Looking at these results together, it can be
50.07 39.76 39.10 39.51 39.47 39.58 39.78 concluded that heac transfer coefficient at
60.14 43.65 43.09 43.56 43.52 43.62 43.80 the ice-water interface and the initial
70.21 47.21 46.77 47.26 47.22 47.31 47.49 temperature of water has little effect on the
f > 0.01 0.1 0.5 1.0 2.0 4.0 overall rate of ice formation. It can be

concluded that ,for allpractical conditions,
of the heat extracted via the ice, the

To-evaluate the effect of initial portion requiredto cool the water is small
water temperature ,the coolant remperature and can be neglected.
was put at -40*C, f at 0.1 kW/ / K and the Results from table 4 shows that the coolant

temperature has-a-significant effect on the
water temperature varied from 5.0

0
C to 40*C. rate of ice-formation

The result is shown in table 3.
TABLE III VII CONCLUSION

POSITION OF ICE.FRONT AT DIFFERENT
INTERVALS AND VXIfING WATER TEMPERATURE The method reported in the paper is quitesimple and easy to use yielding a

mathematical insight into the ice formation
problem. Dataruns'done.with the method gave

TIME POSITION OF ICE FRONT (IM.) useful information on the role of the
(MIN.) different parameters and input conditions on

the rate of ice formation.The value of
10.00 16.77 16.33 15.90 15.47 14.59 13.70 convective-heat transfer coefficient at the
19.99 24.41 23.86 23.32 22.80 21.77 20.75 ice-water interface has a very limiting role
29.95 30.30 29.72 29.15 28.61 27.56 26.56 to play in the process and so too the
40.60 35.28 34.69 34.12 33.58 32'56 31.60 initial water*temperature.The coolant
50.07 39.69 39.10 38.53 38.01 37.02 36.10 temperature is the most important parameter
60.14 43.66 43.09 42.54 42.04 41.10 40.22 inthe ice formation problem.
70.21 47.33 46.77 46.23 45.75 44.83 44,01
t(

0
C)>5.0 10.0 15.0 20.0 30.0 40.0 VIII REFERENCES

1. J.Crank,How to deal with moving boundaries.

In a similar way the effect of coolant in thermal problems, In Numerical Methods in
temperature was evaluated by putting f.- 0.1 Heat Transfer. (Edited by R.W. Lewis, K.Morgan and 0. C. Zienkiewicz pp.
kW/m

2
1. , t - 10* C and varying the coolant 177-200,Wiley,New York, 1981.

temperature from -10'C to -40*C .The result
is given in table 4. 2. M.Salcudean and Z.Abdullah,On the

TABLE IV numerical-modell-ing of heat transfer during
POSITION OF ICE FRONT AT DIFFERENT solidification processes.Int.J. numer.methods

INTERVALS AND VARYING COOLANT TEMPERATURE eng.,vol. 25,445-473, 1988.

3. V. Lunardini, Heat Transfer in Cold
Climates, Van Nostrand Reinhold, New York,

TIHE(MIN.) POSITION OF ICE FRONT (HM.) 1981.

10Y00 6.99 9.06 10.63 13.70 16.33 4. V. Voller and H. Cross, Accurate solutions
19.99 9.63 12.93 15.76 20.16 23.86 of moving boundary problems using the
29.95 l1.,91 16.56 19.95 25.25 29.?2 enthalpy method. Int. J. Heat Mass Transfer
40.00 14.55 19.74 23.55 29.59 34.69 Vol. 24,pp. 545-556,1981.
50.07 16.97 22.56 26.75 33.44 39.10
60.14 19.16 25.11 29.64 36.92 43.09 5. T. Hirat,R.R.Gilpn,K.C. Cheng and E.M.
70.21 21.16 27.44 32.32 40.13 46.77 Gates , The steady state ice layer profile on
t.(*C> -10.00 -15.00 -20.00 -30.00 -40.00 a constant terperatureplate in a forced

convection flow -I. Laminar Regine. Int. J.
Heat Mass Transfer, Vol. 22, pp. 1425-1433,

VI RESULTS AND DISCUSSION 1979.

A study of the results in table 2 shows that Acknowledgement : One of the authors
for all practical purposes the value of f. (S.Misra) is a holder of the Edmund Davis

has no effect on therate of ice formation. A Scholarship of the University of London and
lower value of f results in initial higher the ORS award.

1945



MIXED-FINITE ELEMENT AND-NEURAL NETWORK
METHODS OF VISUAL RECONSTRUCTION

D. Suter
Departmentof Computer Science and Computer Engineerihg

La Trobe University
Bundoora 3083

Australia

Abstract: The regularisation formulation of visual We conclude by discussing work in progress.to find
reconstruction problems is approximated using a mixed more efficient digital:approaches to solving our mixed
finite element approach. This lends itself to interest- finite element formulations.
ing solution methods: digital and analog. In particular,
the analog networks are similar to but more simple than II. VISUAL RECONSTRUJ -
those proposed previously. I

TION AND FINITE ELE-

I. INTRODUCTION MENTS
Suppose we are interested in recovering a quantity rep-

Visual Reconstruction is concerned with the recovery of resented by the function 0 and, from our model of the
information from images and includes approaches such' a th reovey o deth rom teropss o th reov-image formation process, we can write down the relation-
as the recovery of depth from stereopsis or the recov. ship between this quantity and the observed data d as
ery of shape from shading. A common paradigm.is to A(O, d) = 0. Typically, even if one can solve this system,
formulate such problems, within the framework of reg- the inverse nature of the problem makes the solution tin.
ularization theory, as inverse problems. Furthermore, stable and we generally seek a regularized solution that.
using an analogy between energy in an electrical circuit minimizes:
and the objective functional of the regularization for.
mulation, many analog networks have been derived and ( 2
promoted as neural networks for machine vision.J(

This paper uses a mixed finite element approximation
to the regularized problem. From a purely computa. where the last term is a penalty term that encourages

tional poi, t of view, this has several advantages. Firstly, smoothness (and D is an operator that usually.is com-

lower order finite element basis functions can be used. posed of various derivative operators). Much of the

Secondly, such an approach allows various derivatives to study of these approaches in vision has concentrated
be explicitly reconstructed at the same time as the func- upon the recovery of surfaces from sparse depth esti-

tion of interest. These estimates of the derivatives of the mates. This model problem is the most simple of the

function can be useful for segifientation or in the search visual reconstruction problems and reduces to a gener-

for features. The approach can also be shown to natu- alized spline fitting problem. For example, a commonly

rally incorporate aspects found to be useful from purely studied instance is the problem of minimizing:
experiniental studies Ill. P -

Another major contribution of this work is to investi- 2 ZieG(0 - d,)2 + (2)

gate analog network schemes for solving the the mixed + 24 + 1 dzdy
finite element formulation. The setting we propose al-
ready generalizes that of Harris 121. We have used vari- wherefPis aconstantrelated to the reliability of the data,
ants of the Arrow/Hurwicz approach to solving saddle C is a set of discrete points at which we have constraints
point problems (first proposed as a neural network model upon the solution (e.g. depth values in-stereo) and the
by Platt 131)'to derive a whole variety of analog network integral is a second order smoothness (Sobolev) semi-
structures, norm.
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Even-though fast algorithms exist for. spline fitting- +A-( - U) + AP(O - p) +
(particularly in one dimension), in machine vision 'the p((_± - )2+ (..e _..)2) q.

S research has concentrted on solving.odiscrete approxi- d

mations through local iterative approaches. A typical where p is a positive constant, and A., Ap are Lagrange

approach is to discretise-using'finite elements and then Multipliers. It would appear that we pay the price for

solve using multigrid iterative approaches 141. Such an low order elements in terms of an increase in the number

emphasis reflects the fact that we are interested in this of nodal-points and in terms of lower order accuracy

problem as a model'problem only (the particular prob- in the reconstruction. in addition, it seems necessary

lems of direct interest usually involve more complex and: to calculate' the Lagrange Multipliers. However, it is

possibly nonlinear operators A). Furthermore, local iter- easy to sho" that A. = u and 4- p. Furthermore,

ative methods are well suited to parallel'implementation it may be possible to use post-processing [8[ to improve

and are neural network-like. Indeed, even more exotic the aceuracy of appro mation.

analog network methods have been devised to even more If p = 0, the above problem reduces to a Lagrangian

closely resemble biological approaches to vision [51 and, 'formulation (and the solution is generally a saddle point

at the same time, improve speed and robustness, rather than a minima). It is possible to show that if p is
large enough, the problem essentially becomes a penalty
based formulation (and the solution is a minima). For

III. MIXED FINITE ELE- simplicity we will set p = 0 in the sequel.
MENTS By eliminating the multipliers, and reformulating the

constraints into weak constraints, it is possible to refor-

It is easy to see that the Euler-Lagrange equation for 2 is mulate as the extremization of:

closely related to the biharmonic operator (fourth order), L = I - d,)
2 

+
and hence quite complex finite elements are required 14[. 2 (6)

The author has used the mixed finite element formalism f, =(u
2 +p

2 ) + u + j d dz

to reduce the order of the differential operators appear- We generally discretie such formulations using linear c-

igin the smoothness functional 161. Consider the oneing n. ements to arrive at the mixed finite element formulation
dimensional example' of minimizing: in terms of the nodal variables 0j, u; and pi..

J j= P r ( -d,)2 (3)
2 f( k)2 + ( 1)2 d. IV. ANALOG NETWORKS

The 3tart of our approach is to consider the derivatives Platt[31 and Seyman 191 independently proposed a vari-
as themselves being unknown functions that we seek to ant of the Arow/Hurwicz approach 1101 for finding sad-

reconstruct. Thus, we seek to minimize: die points of a functional. In essence, this is a form of

gradient descent on the primary variables and ascent on
= -ia(l' - du' + (4) the secondary variables. In our case, this corresponds to

2 fn ns + P dx the scheme:

subject to u. andp There are two main -- L ,u= DL dp DL
ways in which to convert the above constrained opti. dt - ' "t 

=  dt - (7)
Imization problem into an unconstrained problem One We have integrated such equations for the problem 6 and
method is to use penalty terms (and this leads directly the results are shown in figure 1.
to the formulation of Harris [21, for which I - has derived It is relatively straightforward to map this analog ap-
an analog network structure), and the other is to use proach onto hardware using transtonductance amplifiers

Lagrange Multiplier approaches. However, it is also pos- 1111. Simulations of these circuits using SPICE show that
sible to combine the two approaches in an Augmented the circuits correctly operate. These circuits are consid.

Lagrangian formulation [7[. For our problem, this would erably simpler than those previously suggestEd [21.
lead to the problem of seeking extrema of the functional:

J- 12 jc(0.-d.)1+f01(u1 p1
)  (5) V. DIGITAL IMPLEMENTA-

'Although, for ochine vision, we are clearly interested in for- TION
mulatione over a two dimensional domain fl, we will restrict our-
selves to one dsmensional examples in much of the sequel The The analog methods in the prevous section, when simu-
generalization to higher dimenions Is straightforward but more Te nag m chine requ m e rtion and
cumbersome. lated on a digital machine, require many iterations and
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(a) Original Data (b) Reconstructed Step Edge

(c) Reconstructed 1-1 Derivative (d) Reconstructed Step Edge

(e) Reconstructed 1'* Derivative (f) Reconstructed 2
n4 

Derivative

Figure 1: Reconstructed Step Edge
The original step edge (a) is reconstructed showing. (b) the function, (c) first dcrivative, after 1000 iterations, and
(d) the function, (e) the derivative, and (f) the second derivative after 10000 iterations. Note the clear peak in the
first derivative and the zero crossing in the second.
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are thus relatively slow. In this section we consie dig- [t] D. Tersoqonios. x1-ee ecnatrocelon CE vi-

ital methods. saIa sufices: vsrsasonal Finnacpies =d E=Bie ale-
We consider now, for simplicity, the discrete formn of met repn s ons' Al Me-o 671, Ui, April
oedimensional regularization using onaly the first orde. 1982

smoothness term (discarding the second order 3:0ooth-
ness term from 6): one obtains 'a set of Eeler-Lsaange 15] 0Q Mead, Azcfo VLSIca NcicrelSyer.,. Read-

equations that can be writteni in matrix forna aug MA: AddisaaWesky, M.8

~Ij DT - (8) siox. Mlode, Froilem For=%tio%, "-d liu-

(I'll DT ) 11H 1111) r Netssrk linplenzenaetio-s Ph hsiDp
whi sadiscrete first derivative operator, alz._ op c n Conap. Ezg., Bendoora, 3033, Airs-

and 12are smlrto the identity matrices. For the case traila, August 19W.
p#60 this beoe [71'M. Foetin and R_ Glw, A m zucd LegVer

Methods. Applicationcs to the Nrzrnricnl Solution

pDTD (l~p)DT iS - Holland, 1983M rbe~

0 18)J.EH. Bramble and J. Xm6 'A local post-processinig

We are currently studying methods of solving these by finite-element approximatious,' SIAM J. Xizzseri-

using conjugate direction (including hierarchical basis ca AndyA~i5 vol. 26, pp. 1267-1275, Dec. 19S9.
functions 112] or other methods for pre-conditioning 1131) [9] . A. Snyman, 'A parameter-free multiplier method

and valatig wth ltenatie ws o deag iththe forconstrained minimization problems," Journal of
indefinite nature-of the system 114]. Computational and Applied M-athemnatics, voL 23,

pp. 155-168, 1988.

VI. CONCLUSION Ila] P~.Ciarlet, Introduction to RN mericcl Linear Al-
gebra and Optimization. Cambridge Texts-in Ap-

There are two major contributions -. this work so far, plied Mathematics, Cambridge: Cambridge Univer-
One is the introduction of mixed finite element methods sity Press, 1988.

into machine vision. The other is in' the investigation
of novel analog solution methods for the mixed formula- 1111 D. Mansr, 'An analog circuit for firt order reg-

tions. ulariuation," La Trobe University technical report

These developments have inspired current work on effi. 2/91, March 1991.

cient (parallel) solution methods of the related indefinite [12] H. Yserentant, 'Two preconditioners based on the
Systems using digital hardware. multi-level splitting of Sunite element speces," Nu-

mer. math., vol. 58, pp. 163-184, 1990.
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APPLICATICI OF PO SYSTEMS AXALXS!S. FAASE2 (PAP)
TO MaiSL !am A= STEEL I=t? . .

Osa SEYA102W, Orihi YZIRN

Electrical an Electroics Engineering E-e1i Xroo-and Steel Works, Inc.,
Cepac24t. KdL. Ere2li,
nfidk ast Tuenc Universityrke
Middle as Tcecta Zoniversiturke

A=TP= 1.2. Fast-Decoupled toad-Plow Algorithm

I. this paper, application of Power Systen Analysis Th* Fast-Decope Load-Flcw equations are obtained' by
Ftck ge (PAP) to the distributio system, of Eregli I=o solving the well-known polar power niseatch equations
zad Steel Works, Inc. Is described. using Nwto's Method /4/. The method is a

straightforward application of the general Newton
Tf =2oJor ain of the paper is to discu:ss the solution algorithm for solving the spa3rs4 real equation
;mfcaticnz ead-- on the solution algorithms in the

Power systems Analysis Packase, PAP, In order- to adapt r -r 1
th-em to an indstrial distribution system. [ii H 11 6 I - 5 i~i
The paper also Includes a short description of the a-, & t1I ad
organization of new cable data base. knowoM as the lcw- - ' '
voltasce cable library. In the last part of the paper, a
system plot routine developed during the research is where, the sLobmatrices; In the coeff icient catrix
described. consist of the jacobians of active and reactive power

mismatches with respect to angles and scaled voltage
cagnitudes, respectively.

1. PCwM- SYSTEMS ALYSIS PACAGE: PAP
Several approxizatiorij can be made in the atove

I.Developuient solution algorithm /4/. These approximations nay be

Initial research on the Power Systes Analysis Package bifylse sflos

(PAP) was started at the University of Manchester,
Institute cl"Science and Techniology (UMiIST) In 1613. (4) neglect the off-diag-onal subeatrices N and J by
During this research, two algorithms were developed for applying the decoupling principle, hence leaving
the steady-state solution of electric power systems. two separated equations.

The first of these algorithms Is for the optliu power (il) keep the jacobian submatrices Hi and L constant at
flow problem, which deals mainly with the constrained the Initial solution point, where t"y are
minimization of a the system operating cot /I/. The evaluated and factorized only once,
algorithm Is based the well-known method of D Ine-
Tinney /6/ and has proved quite successful for the (III) approsimate the cosine and sine functions to be
solution of systm operating under stress as well as evaluated daring the calculation of the jacobian
under normal steady-state conditions. submatrices H and t by unity and radians of the

angles, respectively,
The other algorithm is the rest-Decoupled Load-Flow,
the highly efficient, fast, and reliable solution W~ith these approximations the matrices H and L.
algorithm for the solution of tize powor systens 141 become strictly the elemnts of the nodal

admittance matrix B. These matrices are then
After 1972, a parallel research was started in th-e called 8' and a,,, respectively. In terms of
Middie East Technical University. The main outomne of these matrices further approximations are made as
this research was the Balanced/Unbalanced Short-Circuit follows:
Analysis and the power system data bat IDSA'S /1/ (1v) omit from S' the shunt reactances, and of f-
Another Integral part of PAP is the transient and nominal transformer tap adjustments,
dynamic stability analysis routine developed in 1973 C) tase h ignllf-adsd otg

matrices which arise from the division of
Tefirst Industrial application of PAP was realized measureents /4/, to the right-hand sides as

IntePlanning and Coordination Division (PKD) of the inverses,
TrihElectricity Authority (TEX) in 1979. The
Pcaeis still in use for the routine system analysis (vi) neglect the remaining diagonal voltage matrices

tasks in PKD, on the left-hand sides of the equations by
assuming that the voltages In a system operating

The package was then adapted to Cukurova Electricity under normal operating conditions are near unity,
Utility for system analysis and planning studies on the
southern regions of Turkey, and Is being used (vii) neglect the series branch resistances while
successfully. calculating the elements of B'.
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ihe J tig Fast-Dceo pled lCoAd-Flw e ions t* The main principle behind tils alternative version is 7

surprisingly si ple: nelect the resistaves of the

B", rather then 0'.

B' AO = AP/V (2) The BX Schee is Implmented to the Fait-Decoupled
8" ZVJV = z ~ l/(3) Lad-Fo w Algorithi& n PAP, ad t s P rfo rn ce s
al iv=AJ 3 tested. Similar to the test carried out for tWe Fast-

ecopled Lod-Flo, the X/R ratio s proressvely

1.3 Ll~tt~os f te ast~enuped Load-Flow reduced from tsta nanl Value to 10% by multiplying

1 .3 L i i t t i ~ s f t e a s t D e ~ u ~ e db r a n c h r e a c t n c e s w l t h a v a r y i n g s c a l e f a c to r . T h e

Algrithm remaining conditions in the tests are not varied so to

Success of the fast-dculed Loadflow algrithm, is cmpare the performance of the two algorithms. In order
strogly bad on two features of the system the XR to be exhustve,.the operating condition of the system
riois varied in order to observe its effect on theratio, and the operating codton, theX/R ratio Most peoan.

be- high, and the systsm must be In Its normal steady- performance.

state operating condition. Violation of any or both of Performance indices obtained by using the 8X scheme is
these conditions oay easily lead the algorithm to a listed in Table 2. As my.be seen from the Table, a
convergence difficulty or even to a divergence. listed inpTablerforsaye s obt ti e a be, a
Performance of the-algorithm is significantly degraded highly imprved performace is obtained as reprted in

as this ratio is reduced. In extreme cases where this the literature /5,10/

ratio falls below 0.1, divergence is generally

observed. Table 2. Number of Iterations for the Eregli System

Table I lists the performances of the conventional with ProSressively Reduced X/R Ratio using

Netn Load-Flow -algoritlm and the Fast-Decoupled the BX Scheme

algorithm for the Ereal distribution system, where the
X/R ratio is progressively reduced from Its nominal
value to 10% by multiplying branch reactances with a n-Scale Factor Fast-Decoupled

any control on transformer taps and generator reactive 
the BX Scheme.

power outputs. Convergence tolerance used in the tests
Is 0.001 WA/HAR for both tests. Tests on the

conventional Newton algorithm are carried out by 
using 1.000 7

the optimum load-flow modula In PAP. 0.250 -10

Table I. Number of Iterations for Eregli System 0.200 9-11
0.166 10-ti

with Progressively Reduced X/R Ratio. 0.125 13-1g

0.111 11-13

X-Scale Factor Newton-Raphson Fast-Decoupled 0.100 13-15

Land-Flow Load-Flow 0080 15-1g

1.000 5 7 -

0.500 5 12
0.250 5 35 1.5. Short Circuit Analysis0.200 5 di5

0.200 5 div. The short circuit analysis Module In PAP is used to0.16 8 S d v.

0.125 6 div. calculate, post-fault bus voltages, line, cable,

0.111 B div. transformer, generator, and Induction motor currents,

0.100 6 div and interruption duties of circuit breakers under

0.080 7 div. balanced or unbalanced fault conditions.

_ost of the features of the program are quite similar

to that of a conventional short circuit analysis

It eay be concluded from the above test that program, and hence are not described here. Instead, the

convergence of the Fast-decoupled Algorithm Is modificatiOns made on the prcgram for adapting It to

unreliable for low voltage distribution systems. Te the relil system will be described.

algorithm exhibits severe convergence difficulties as

the X/R ratio it. reduced, hence cannot ba used for the
analysis of Eregli System In its original form. a. Momentary Duties

Similar convergence difficulties are observed when

branch resistance$ are multiplied by a scale factor 
The monentary euty of a circuit brusker is the muxium

which Is progressively increased fron unity to 5.0. The transient current expected to pass within the fault

situation Is even worse in this case, since branch clearing period. Depending on the systes X/R ratio and

Iapedances are increased, thus increasing bun angles, 
the time instant at which the fault is Initiated, this
current may be as high as 1.7 times the normal fault

4 ecurrent.

1.4. The OX SIn general, for the sake of simplicity, only the Most

To eliminate the limitations of the Fast-decoupled 
severe fault condition. a three-phase-to-ground type

load-flo(w algorithm an alternative version is proposed fault 
is considered.

in Ref /5/. This version, also called the BX Scheme,

provides a much better convergence performance while Honentary duty characteristitsare empirical curves,

retaining all the attractive features of the Fast 
hence they are represented in the algorithm by

Decoupled Algorithm. 
fourth-Order polynomial.
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b. Interruption Duties 3. SYSTEM PLOT ALGORITHM

Tfie-interruption duty of-a protective equipment iS the Results obtained from the load-flow and short-circuit
maximum fault current at the instant of clearing. This analyses-are plotted by a plot routine Integrated Into
current depends on a ratio, known as No AC Decrement PAP. This routine is deslgfed-to plot the overall
Ratio (NACD), "aswell as its clearing time and the single line diagram of the Eregli System which is o

systm X/R ratio. This ratid is defined as: about 160 X 80 cm dimension, plotted by a large size

NACO = lext /-Ifault (4) Output of this routine includes the power flows in
cables under steady state operating conditions,
generator loadings, transformers with tap adjustments.

where, I i is the- total fault current received from
ernal sources, that is from the utility Plot output.obtained from the short-circuit study is

exactly of the same ,form as thatfor the load-flow,
except thatflowsand voltages In this case corresponds

is the total symmetrical fault current to fault currents, post fault voltages, respectively.flN}l9 to ground at the fault point.

xultiplying factor curves for Interruption duties of 4- 4. EREGLI IRON AND STEEL WORKS DISTRIBUTION SYSTEM
cycle. 3-cycle, and 2-cycle circuit breakers are
represented b/again fourth-order polynomials. Eregli Iron-and Steel Works Distribution System Is-used

- to supply the power demand of the overall complex
- distributed in a 3.5 square-ka area. The peak power

2. Low-Voltage Cable Library demand of the site is about 125 Hil, of which 75 4W is
received from the 154 kV utilitbuses.-The remaining

The Power System Analysis Package (PAP) has an power is generated by three thermal generating' units
extensive data base which stores all relevant -physical installed at -the site. The peak power demand is
end electrical data concerning the transmission and expected -to reach 200 HWlevel in 1995 when the
generation system. A detailed description of the expansion plan Is completed:
organization of this data base is given in /9,11/. This
section therefore, Is devoted only to the description rha system configuration Is mainly radial, although
of the low-voltage cable library developed for the soe links are drawn-as security lines which are kept
Eregll distributionsystem. open under normal circumstances. us, branch and

transformer totals in the system are about 170, 68, and
The low-voltage cable library-is so designed that a 120, respectively. The nominal voltage levels in the
user can easily access the electrical characteristics system are 13.8, 2.4, 0.4 kVolts. The system is
of a low-voltage cable or line used In his study. To supplied from the utility buses by four tie lines, two
perform a load-flow or a short-circuit analysis, the of them being at 66 kV and two at 154 kV. series
user needs to specify only the length and type of the reactors are installed mainly for short-circuit current
cables. limitation-purposes.

Table 3 lists the part of the low-voltage cable library The utility system beyond the tie line buses is
corresponding to 2.4. kV cables. represented by Thevenin generators, of which the

subtransient reactances are calculated using the bus
short-circuit levels.

Table 3. Low-Voltage Cable Library (6.3 kV)

------------...........................-- ---- --- S. CONCLUSrIONS
Cable Resis.-React. 8usc. (g)kes. (O)Reac. Capacity
Size Ohm/ft Ohm/Km Hho/Xm Ohmk/= Ohm/Im Amp. The following conclusions may be drawn from the
mn-sq experience gained in applying PAP to Eregli System.

3*6 2.9199 .1640 .0000 8.7598 .4888 (1) Fast-0ecoupled Load-Flow Algorithm is unreliable
3*10 1.9652 .1673 .0000 5.8957 .5052 for the solution of distribution systems with low
3*16 1.5059 .1673 .0000 4.4948 .4987 X/R ratio.
3825 .9580 .1575 .0000 3.8287 .6332 125.03*35 .6594 .1509 .0000 3.2808 .7513 150.0 (00 The 8X Scheme performs much better, hence is more

suitable to distribution systems.
3r40 .5873 .1476 .0000 2.9298 .7415 158.3
3850 .4790 .1476 .0000 2.4016 .7349 175.0 (111) A distribution system engineer always tends to
363 .3871 .1476 .0000 1.9291 .7448 204.2 deal withthe real, physic pects of problems
3970 .3510 .1476 .0000 2.8150 1.1713 220.0 hence tries t avoid himself to be in a

3*80 .305' .1444 .0000 2.4409 1.1549 246.6 sophisticated computational environment with a
large volume of data. Therefore, facilities such

395 .2608 .1419 .0000 2.0915 1.1327 260.0 as low-voltage cable library are highly useful.
3*100 .2461 .1411 .0000 1.9751 1.1253 267.0
3*120 .2067 .1312 .0000 1.6535 1.1024 295.0 (i) Due to size of the system, plottns oe an
31125 .2001 .1378 .0000 1.5946 1.0958 300.7 essential requirement in distribution system
3*150 .1106 .1378 .0000 1.3550 1.0991 329.6 analysis.

3*160 .1575 .1378 D0O0D 1.2565 1.1024 341.2
39185 .1444 .1378 .0000 1.2600 1.2300 370.0 ACKNOWLEDGEMENT
3*200 .1280 .1345 .0000 1.2730 1.3583 387.3
3t250 .1050 .1345 .0000 1.0400 1.3287 440.0 This research reported in this paper was sponsored by

the Eregli Iron and Steel Works, Inc., Ereg11. The
--------.-.-.---------.-.-....-.-.----.-.---.-.-------- authors express their appreciations for the support.
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Abstract- A mathematical model of ion pair cyclic carrier complexes the amino acid
active-transport through an unsupported through the protonated aminic group.The
liquide membrane mediated by macrocyclic formed complex cation is extracted into 1,2
ligands as crown ethers and assisted by pH dichloroethane membrane by ion pairing with
gradient has been developed.The overall me- the picrate anion-which diffuses through the
chanism is complexconsisting of both diffu- membrane to the membrane/receiving phase
sion and complexation/decomplexation reac- interface.The receiving phase at pH=13trans-
tion steps at two possibly different inter- forms the protonated aminic group - NH *lnto
faces.Modelling and simulation of these -NH ;the amino acid is released from tie
extreme procenses(i.e.,a diffusional regime complex and passes into receivingphase as a
and a-kinetic regime),versus experimental lithium salt.The empty carrier L~diffuses
data,make possible to determine qualitati- back to the source phase/membrane interface
vely and quantitatively the rate limiting where the whole cycle starts again-and again
process,despite the poorly defined hydrodi- until the equilibrium between the phases of
namics of the cells involved in experiments, the system is achieved.The basic pH of the
The main purpose of modelling and computer receiving phase is ensured by using Li0H
simulation was to optimize the rate of trans- because the Li+ ion,being much smaller than
port in amino acids separation techniques. the crown ether ring size,is not complexed

by the macrocyclic carrier and so it does
I.INTRODUCTION not determine any additional reactions which

could influence the transport phenomenon.
The paper is focused on modelling ion pair Consequently,the acid medium of the -source
transport through liquid membranes mediated phase alloys the formation of an ion pair
by crown ethers and assisted'by pH gradient. complex(LCTA-) which diffuses through the
The possibility of separating amino acids membrane.The basic medium of the receiving
from a mixture making use of macrocyclic li- phase facilitates the dissociation of the
gands of crown ether type (18-crown-6) in a complex and thus the amino acid passes from
technique of simple extraction or two step the organic phase into the receiving phase.
extraction was previously reported (1).The A coupled transport of amino acid and H"ions
macrocyclic ligands which are able to speci- from source phase to receiving phase is
fically recognize through controlled interac accomplished.
tions according to size,shape and structure
cations and then, by their means,various II.TRANSPORT MODELLING
anions, has allowed the study of amino acids The overall process can be limited by the
which amphion type molecule may appear either diffusion of the ion pair complex through
as cation in acid medium or as-anion in ba- the organic phase(LM)and /or by the rates
sic medium.The possibility of coupling two of reactions occuring at the interfaces of
more chemical species,according to a natural the system.Aslong as the rates of complex
model by means of certain physico-chemical formation and dissociation are fast compared
affiniti without formation of covalent to diffusion through the membrane,the amino
bonds is reffered to as "recognition" (2). acid flux is found to bet

II.THE ION PAIR CARRIER MEDIATED w o+
i
n LA-ii [C']AutfA'Jgut (--

TRANSPORT J.PK[L _ (I)

This system has been most widely studied (*+KC'J;nA1w
n (l+K[Cj~[Aj~ut)

(3-5) especially in relation with t9e trans-
port of bound monovalent cations (C ) with where P is the permeation coefficient of the
an external anion(A-)by neutral ligands(L) ternary complex and the free crown ether,K
like crown ethers and oryptands.Generally, is the overall extraction equilibrium cons-
some of the phases are stirred to provide tantandL £ s are concentrations at the
convective transport.The process is complex source phase/membrane (in)and the membrane/
and the identification of rate-limiting receiving phase(out)interfaces,respectively
proc"tme_ complicated by the probable simul- in aqueous(W)splutions.It is found that
taneity of some steps and by other potential j/J A (2)
pathways involving complexation/decomplexa- mxl+bK+bK
tion reactions inthe bulk phases.Studies of and plotted verius lg K,where a,b 1 and b2
the kinetics of substrate or ion pair selso- are functions of the reaction eolution.
tive transport may reveal the importance of Accordingly the reaction is most efficient
different steps. (fast and selective)if 1gK 4...6.
In order to increase the efficiency of the IIICONOLUSIONS

process an original design of the device was A diffusion-limited kinetic treatment and
used(6).In the sourcZ phase there is the pro- complexation/decomplexation limited processes
tonated amino aoid(C )to be transported and have been modelled and computer simulated.
the picrate anion(A-) in an aqueous solution Most experiments have suggested a diffusion-
at pH-2 ensured by use of HCl.At the source limited process.
phase/membrane interface,18-orown-6 macro-
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CONVEX COMBINATIONS PROBF E

AND

ITS APPLICATION FOR-POBLEM OF DESIGN OF LAMINATED COMPOSITE MATERIALS

A.G.Kolpakov and I.G.Kolpakova

Or jonzkidze St.,27,136, NGPI and REIKO,

635099 NovosibirskUSSR NovosibirskUSSR

Abstracts. II. NUMERICAL ALGORITHM.

The paper As dalhng- with the'convex

combinations problem (CCP). Mathema- As seenl, solution of the CCP is re-

tical analysis of-the CCP is presen- duced to the finding of the finite

ted. Results of the invdtigation are number of solutions (9nn=l ,...,N).

applied to problem of design of lami- For l-D problem these solutions can

nated composite materials, be computated expliclitly /I/. Let us

consider the first equation in the

I. CONVEX COMBINATIONS PROBLEM. CCP (1) as l-D CCP:

The CCP is formulated as follows. tiltiYli I , > ti-l . (3)

find the set L(7) of all coeffici- 1.1 il1

ents (
t
il-ll,... n) of convex com- In accordance with the theorem 11

binations the given points (Vi, i- its solution is

=11..im) which give the point Y NI

or (which is the same)

find set of solutions of the prob- ti Sn iun , (4)

lem n1 l 1

t I)0 , teml . (1) where
N 
I

The left hand side of the fictequ-

ation in the (1) describes cnve4 po- tn>0 tnl - (51

lyhedron P-conv(V iml,...,n). -Lvcus n
1
ml 1

consider set (Pnl. I of'i±ple

xes of the polyhedron P containing the Substituting (4) into the equati-

point V (N is the total number of such ons froe the 2d to the a-th in (1)

symplexes) and denote by Sn(V) soluti- one obtains a new 1-D CCP (with re-

on of the CC? corresponding to the spect to (u n 
, nl .- NI). After

simplex Pn and point V. a steps one Abtains solution of the

CCP (if it is solvable) in the form
N
m

Th2geiI. L(7)lconv(n,nmI,., 
NN)

(cony denotes the -convex hull"). Hniun

Let us define distance between two where Na

polyhedrons AB by the formula 
ui

D(A,B) . ... ma Ma " .-I

and

+ max max (2) N 1  N1

js[A\B icEwB Hn.," ... sgn 'snli"

nlml n _*ml

Ihgce_2. Let a->V when a-)0 and If the CCP (1) has no solution, then

V aI belong to P for every a. Then a I-D CCP in the algorithm above is

D(l1(V)L(V))->Q as a->. not solvable.
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III. APPLICAIION -OF THE CCP FOR R E F-ER E N C E S

DESIGN OF COVOSITE MATERIALS
OF LAMINATED STRICTLIRE WITH 1. Kolpakov A.5. Usrednennie ha-

SPECIFIED PROPERTIES. racteristci sloistih composi-

to; (chislennii algorite) /

Relationship between homogenized cha- Chislennii metodi reshenia za-

racteristics /2/ A of compostites of dach uprugosti i plastichno-

laminated-structure and characteris- sti.' ateriali IX Vses.konfer.

tics of their componets has the foil- Novosibirsk: ITPF SO AN SSSR

owing fore /3-6/: 1986. P.163-165 (in Russian).

r(a ti (6) ncolaou. Asymptotic analy-

sis for periodic structures.
Amsterdam: North-Hall. Pub).

where: Camp. 1978.o denotes mechanical characteristics 3. Sancher-Palencia E. Non-homd-
is ---------

of the i-th material /4/ (or direction geneous media and vibration

of fibers of the i-th layer /5/); theory. Lect.Notes in Phys.127,

t
i 
is the volume ratio of the i-th ma- Springer-Verlag,1980.

terial (or fibers in the i-th layer); 4. gakovfA. Design of Lami-

m is the total number of materials or nated Composxtes// Proceedings

* layers of fibers which may be'used; of the 5-th Intl Symposium on

5 and F are known functions. Numerical Methods in Engineer-

In accordance the with the definition ing. Vol.1. Computational Me-

of (t
1
,imli...m) one has chanics Publ., 1989.

m5. Annins.1 lc aamkaray A-!L_

IIltUf .L. Analysis of Local
ti>0 t . 1 (7) Stressses in Higheodulus Film-

i=2 mentary Composites// Localized

Problem of design of composite with Damage Computer-Aided Assess-

specified properties is formulated in ment and Control. Vol.2. Com-

the following form /4/: putational Mechanics Publ.1990.

find a structure of composite (it is 6. Ngol-aro-j6LL.KQIpakQaY.LQ.-

described by (tiwinl. m)) hich gi- Teploprovodnast cherez granizu

yes to composite a set of required s nelocalnimi characteristica-

homogenized characteristics mi// Differencialnii uravncnia,

or (which is the same) 1985,t.21,N9(in Russian).

solve problem (6),(7) with respect 7. fetj _i._ V._AaUjE!P.S e-

to (tjoil,... m) when A is given. koy .6. Syntez sloistih mate-

As seen, the problem of design becomes n1alov i constructii. Novosi-

a CCP. birsk: IS SO AN SSSR, 1988 (in
Russian).

The numerical algorithm above was re-

alized as FORTRAN program. It demonst-

rated its efficiency for number of ma-

terials up to 50 and number of-homoge-
nized characteristics up to 10.

The problem of design of composite

constructions of laminated structure
with specified characteristic% is as

follows:

find a structure of a composite which

gives to the composite a required

distribution of homogenized characte-

ristics V(7) in the domain 0 /7/.

It comes to a tPP with right hand side

P(G) (where ;cQ is a parameter), which

can be approximated by finite number

of CPPs with right hand sides 7 ()

halo... L on the base of theorem 2.
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PROFIT. A COMPUTER PROGRAM FOR SELECTING AND FITING PROBABILITY DISTRIBUTIONS TO DATA

J.A. T.ylr. J. Basta, AJ. lakeran'. and M. MeAleet"

1. Cet for Resource and Environmental Studies, Australian EMro L.'e s
Naiional University. GPO Box 4, Canberra, ACT

r 
2601,

Australia. "he program incorporates many rueful design features based upon the
anthors owun'eperiences with the analysis of environmental data sets.

2. Statistics Rest.rch Section, School of Matheraubcd Sciences, Tese design features make the program powerful and easy to use. They
Australian National University, GPO Box 4, Canberra. ACT, include
2601. Australia.

C') Flexible command structure allowing both interactive and batch
3 Department of Economics, University of Western Australia, processing of data. The analysis of individual data sets can be

Nedlands, Western Australia, 6009. rapidly achieved using tCe progiam in an interactive mode. This
feature is particularly useful when crnduting an exploratory
analysis. However, where a standard set of outputs are required

Abstra - A computer program for fitting and discriminating between or multiple data sets must be analysedthen batch files can be
probability distributions has bern developed to run on PCs. The input to the processor.
program is for those interested in fitting distributions to data, for
example, environmental, life testing, meteorological and traffic.count (i Easy to use interfaces based on menus makes the program easy to
data, The program uses advanced state-of-the-art discrimiation and learn and easy to use.
maximum likelihood parameter estimation techniques and these havebeen applied to a wale range of practical problemos. Ci) Straightforward formats for data tnput speed anal)s;s. A range of

simple unformatted data files can be accepted by default.
Alternatively, to assist with the development of data bases, a

Intlr gf.a simple hierarchal data format has also been developed.
Unformatted data can be written in the hierarchal format so that

Based on extensive research into the application of probability no preprocessing is required to take full advantage of this feature.
distributions to environmental data, a computer program called PROFIT
has been developed. Envrosmental data can usefully be summarised Civ) An on-line help facity is available, with examples, which
using probability distributions as an aid to analysis and derision making, provides user selected levels of help for the new and experienced
In many cases the most useful environmental indicators are the mean, user. Program generated error messages provide detailed
variability, extreme events and the probability of exceedling specified descriptions of problems and the most likely remedies.
values, Sucl indicators form the basis for most environmental
standards. All these indicators of environmental quality can be derived (v) The processors will produce a set of default or standard outputs
from the correctly identified probability distributions and their User definabie outputs can be easily added.
parameter values. PROFIT is a flexible program for applying
probability distribution models to data. It combines powerful (vi) A flexible plotting utility is available to aid in the analysis of the
identlfication .ols with maximum likelihood parameter estimation in an input data and the presentation of results. These include plots of
easy to us- package. autooorelation, time series, reror analysis and time series plots to

aid in the aoaessmert of stationatity.

O(vii) A selection of widely applicable distributions have been included.
There are the normal, the exponential distribution, two. and three.

The program is specially designed to be used by those in industry, parameter Weibull distributions, and two- and three-parameter
government and research who have a ;pecial Interest in fitting lognormal distributions.
probability distributions to data, The program can be usefully applied to
those wishing to study data sets utsing from reliability and quality (viii) A key processor designed to perform the maximum likelihood
control tests, air and water quality data se, meteorological data and estimation of parameter estimates for the probability distribution
road traffic data, However, application of the program is really only models has beer designed to be applicable to the full range of
limited by the applicability of the distribution models included in the potential parameter values for each distribution, 7%e parameter
program to the data in question. estimation processor has been tested on a wide range of actual

environmental data sets.
In order to siroplify the program structure we have selected the most
widely appti"bls probability diutibutiuuns sudh a the garmma, Weibull, (ix) A comprehensivo range of well tested state-of-the-art identification
lognormal, normal and expotential models, For the gunma, Weibull and selection criteria have been incorporated into the program. A
and lognormal dstributions, two- and three-parameter distributions and sp"lui rule based expert system aids in the mterpretation of the
the ability to select between these distributions have been Included in the results.
program.

(x) The program also includes simulation tools to enable sampling
While many computer programs used for statisttl analysis of data are from the probability distributions listed in (vii) above. The
available, no other program offers such ease .if use, flexiblity and simulation tool allows quantitative nveastigation of the ability of
advan.ed 4tate-of-th-art 4ihniqu4 with extoraive pioven appicat"i to the idenificato and parameter estimation procedurcs to predist
a wide range of reio data sets, desired properties or derived quantities of probability

distributions, This facility allows, for example, the user to
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investigate the ability of the maximusm likelibood approach to H. Statistical Criteria
estimate a percentile of a particular distribution

Let xi, x., x.; represente a random sample of n observations. Interest
(OAnother importas siesslaion tool is the application of the here lies int discrisineating amsong nested and sos-nessed two- sand

bootstrap method to data sets in order to determine the variability threparameter distrmbusioss in uhlidi the mull hypothesis of isterest is
in a desired user specified quiantity suchi as a percentile or HO : y - 0 agaiste the alternative H, . y * 0. Denoting the
Parameter value. maximised Valses of the eto- sad three-paramneter variants of a

paricuelar log-likeltod function as logLo and fog!, , respectively, the
AIC and SIC may ho espressed, respectively, as:

Dietribufioe Functios. Statistical and Performance Criteria sand
Asynilziclests Choose the 0 parameter distribution if

1. DistributionsfunctionsA[ n,-2 g,-3C)

Fee the expoential arid normal distribstions the reader is referred loatheP
estesive literature available on these disteibutions (ll. SM 8.1-lg lg,-Woi,2

Probability detsity functions for the three-paranseter gamma. Weibull§
and lognormal distributions fer a random sample are given by: A new GIC procedure is preposed for the discriminatios of

distributionl structires among a set of altemnatives by Bal et al. [3).
Gamm: (xy~t t~~1The GIC ist based os the equivalence between some well-knowsGamma: ~ i(~ information criteria and hypothesis tests, and attempts ts determie the

pr~hy)"exp~ilfalse distribstisns bated on sample information. Large differesces
Weibsil. r 5  ibetween the mauimised values of log-likhhood functions will lend to

Ax ~(2) rejection of the distribution with the lower value. Disetimisaited
-P -0)-+ = ) distributions are separated lets two categotiet, the superor and badly

LognormalA) I uy o p logfu-y)-P? (3 fitting categories. The disttibutions is the superior eategory perform
Al) (3))' x within so acceptable tolerance level and there are so signtficant

2a differences atng their performances. The GIC procedure may provide

several alternatives rather thin one panticular distribution for a
In equations 1j, (2) and (3), 0 represents the sbape parameter, P the particular set of data, Is the event of there being several sets of data,
scale parameter, y the location parameter, and r is the gamma the distribution with the highest probability of acceptance is the sperior
function. The two-parameter versions of the density, functions of the category will bo chosen,
gatneta Woibsil and lognoemal distoibsitions are the name as In (1). (2)
and (3), with y - 0 is eacit case, la the above equations, P > Oce > 0 Let x1,. , be n independently and identically distributed
sand y is less than the minimum observed samsple value. random observations. Denote loSL, as the mainumsed log-likeihood

value of dietributiaj U-. 2, -, in), with the ordering given as
The masimised value of the likelihood function is an essential statistic
employed in esay criteria used to discriminate among alternative 1ogA > logz, > - > fogL. (9)
models. For a sample x. x, -. x, of n Independently and Identically
disttibutedl random observations, the log-likelihood functions ftc the 'Then distribution j will be rejected in favour of distribution I if
three-parameter gamma. Werbull and lognormal dintributlons act given
as follows: GIO. -2logLt T, < -21ogL, (10)

Gamima: logL -ealogO - nlogr(a) awhere To > 0. The value To is the tolerance level required in order ts

(a -) 18(XY) (.,Y) 4) reject distributions as being tignificantly different from encs other, and
(a-I .~ ~1~Y (4) is equivalent to the rejection region discussed is the previous section.~ logs1-y ~*is,-,For thu nested case, To can bo eupressed as

Weibullt logL - nloga - nalogP + To- (11)
(CC-it-I ,-) - (~-Y) (5) where r is the critical value of the XI distribution with one degree of~ lo~x1 -) ~freedom, la the non-nested case, To is given by

Lognormanl!
t ogL - -nlog(2n*2) - log(u1-Y) - ro - 2z' (12)

(6) where z' > 0 and the asymptotic upper bound on the significance level
.2.. -lg(xs-y)-p), is given by the cumulative standard normal dittribution function

2a" M ~ evaluated at -vci

The motivation behind the (IIC procedure is straightforward. First, for
The parameters of the three log-likelihood functions are estiated by a given sampie, select the distributern with the htghsest eaxinnised
maximum likelihood methods. Since the general maximum likelihood log-likelihood value among lost, fU - 1. 2., * a) This distribution
pros edute for the three-parameter gammna and Werbull distributions will then belons to the witegory of superior distributions and is also used us
frequently fail to converge when the kunknowns situps parameter as less Astandard for further inferenice. Second, reject the false alternatives
then or equal to unity, a computationally efficient approach that among the remaining distributions ri terms of the given toleransa. The
virs acuveets this problem is used (for further details, set 12)), distributions which perform within an acceptable toirranat level of the

best fitting distribution are retained in the superior category, sand the
distribution with the highest probability of acceptanco over different sets
of data will be chosen from tht superior category.
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- Ill. Performance Criteria An Exam'e Anlication Chemical Determinants in Stream Water

In this study, loss functions reco'mentaded for assessing air quality Jakeman et al [7] developed a hybrid modelling approach to predict
models have been chtosen (see [4]) to establish the effect- of- extreme- concentrations of chemical detemarians in stream water
discrimination criteria on the inteded use of the model. These functions Jakeman es 31 [7) used the PROFIT computer program to identify and
are the relative bias (BIAS) and the relative root mean square error estimate the parameters of the probability density function (pdf)
(RR.MSE) which are evaluated at the upper percentiles of the component of the hybrid model. We provide a brief description of the
distributions. For an-estinate 41 of a quantity of interest q, these loss study reported by Jakeran et al [7] illustrating the application of the
function are defied in terms of deviations from the observed value q in PROFIT computer program.
each data set. The definitions used for the loss functions are:

The water quality data used here comprise weekly observations on
I -q st4awte chemical deteemtnaids from the Birkenes catchruent in.BLAS(q) * ... .., (13) Norway. There are fourteen' yea \of reasonably complete records

-1 qavailable for five chemical species: sulphate, nitfate, sodium, calcium
S f I(14) and hydro'gen ions. The pramete; distributions applied to characterise

RRMSE(q) - (14) these dota are the 2- and 3-parameter gamma (G2 and G3), lognormal
IN 1.1 q (12-And 1.3) and Weibull (W2 and W3). As reviewed in Jakeman and

Taylor. [S[ these. disributions are generally capable of representing
where N is the number of data sets. For present purposes, the quantity skewed environmental data.
.q denotes the tpper percentiles of the sampling distributions.

Before embarking upon the analysis, it is important to appreciate that an
Based on the loss functions above, two performance criteria defined in underlying assumption is theoretically required when pdfs are fitted to
terms of the relative root mean square error (RRMSE) are also used. observations using tecshniques such as maximum likelihood. This
The first criterion is based on the mean of RRMSE in the upper (U) assumption is that the observations are independent and identically
percentiles, and the second is based on the mean of RRMSE in the distributed Cud) over the sampling period, i.e. stationarity and low
entire or full (F) percentiles of ite distribution. For an estimate 4, of a autocorrelation for observations. To obtain an indication of the
quantity of interest q, these performance criteria are defined in terms of satisfaction of this assumption, three simple analyses were undertakes
deviations from q in the percentiles of Interest, where i denotes the First, the variability of the mean between the summer and winter
specific percentiles estimated and i corresponds to the specific data set seasons was examined for each annual period. Large differences for
fitted. The definitions of the upper percentile error and full percentile most years would imply a non-stationary seasonality for the variable and
error are as follows: hence the need to build a causal model with seasonal rather than annual

predictive capabilities. Second. regressions against flow were

1 .3 9 .. ,. ' (4#-'q (15) costuted for the different variables for each year. This would Indicateipe E I if short term concentrations were flow related and hence if they might
111 I be better modelled taking this variable into account. The regressions

were performed for concentration on flow and for the logarithm of these

FPE (4q 2[5 two variables, but insatiably the latter produced higber ltvels ofE. (16) explanation, Third, autocorrelation functions were computed for each
i i.1 t ql variable and for each year.

where p is the location of the p-quantite which is ohosen at the 98 per A summary of the outome of these exercises, using the median result,
cent level for UPE and 100 per .ent for FPE, N is the number of data is given in Table 1. The autowArelations are high. However, Jakenar
sets, and n is the sample size for data set j . For present purposes.q et Ad 191 report that, for the L2 distribution, first-lag autocorrelations of
denotes the percentile quantities related to the upper and full per.entlo 0.5 lead to lowreases in fitting errors for the maximum value of 25 pet
errors. cent. This Increse Is relative to random samples of the same size from

IV. Arymptotic Tests the same lognormal distribution, It could be regarded as a worst rase
due to the larger positive skewness of the lognormal distribution over

The performance of two well known procedures for testing goodness of other distributions used in this paper. The table shows that both calcium
fit are also considered, namely the chi-square (CHI) test and and hydrogen have substantial correlation with flow. There is httle
Kolmogorov-Smimov 0KS) test Classifying the n observations inok doubt that short term hydrogen concentrations should be explained by
estegories. the chi-squao statistic Ia of the form (see [5)): flow and possibly other variables, To a lesser extent, this is the situationfor calcium as well, In the remainder of this paper, we will therefore

restrict attention to the sulphate, nitrogen and sodium species, The
CHI (17) initial analyses reported in Table I indicate that annual sets of short

i.r op1  term concentrations of these species are suited to modelling by pdfs.
For nitrate there does exist almost 30 per cent difference between the

which has an asymptotic x distribution with (k-i-I) degrees of summer and winter mans for half of the annual data sets, As we shall
freedom when It. holds. The pi ate hypothetical probabilities, the/, see. the accuracy of our statistical modelling of extremes of nitrate is
ame empirical frequencies and I h the number of parameters estimated lower than that for sodium or sulphate.
for each disttibutio (for further details, see [I[), For fitting the real 1. Estimation of distributional properties
data In Sions 5 and 6 below, k - 10 and I - 2 or I. 3, The KS
test, which is defined in tetrs of the maximum absolute difference Tables 2, 3 and 4 report the results of fitting by maximum likelihood
between the sample distribution function S,(x) and the hypotheical the six distr,butionai forms iw the 14 annual sets of weekly observAtions
distribution function Fo(x) (se e g. [63, p. 204), is given by of sulphate, nitrate and sodium concentrations, respectively. The tables

give statistics associated with the rinse in fitting the observed mean and
ID. - "P I,(x) - F0 ~,[. (18) tho observed maximum. The three statistics sbown are the average of

the rrmse over the 14 data sets, the standard deviation and the
t maximum rrmse corputed.

Lage observed values of the D. statistic lead to rejection of the
hypothesis Fo(x),
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U 7~~~~A0R.'I SyevN~ of Mn.V,3o Uri22 A soitit, -fl

Med-. vzt, ovr 14 ywt+s +

R$ etive difference in suer Vs n1e n R noeonzh (Iow. F s .

f0ht o.08 019 066

029 009 0 55

sodini 0.12 006 065

0,17 045 064

hydetoo 0.23 0,57 0 51
-correlation is -~,iL t regrtson ot |oZ $peeics concennuton on lt flow. wh=. is iner.diy hit,¢ ne 0.1 o1 eonoenmuon on flo.

TA 2L 2 Di synr nf o, S ts acsi in F iio, 14 Anne1 Sets of Sqmples of We JkI S,,lohe Ceewt~o~s

D~smt;60loo Errors in Obsered Mean Erors in Obscxed Masimom Nfnibn of A c o=

Mod e AVG SDV MAX AVG $DV MAX GIC AIC SIC CHI K.S

03 0017 0017 0070 0079 0050 0,283 t0 I 1 0 t0
02 0006 0.002 0008 0.064 0046 0.178 9 4 4 9 14

.3 0015 0010 0041 0074 0039 0,40 7 1 2 7 0
.2" 0.009 0003 0.024 0065 0040 0.176 12 3 5 9 14

W3 0024 0033 0.137 0063 0042 0.139 12 3 2 0 13

W2 0361 0475 0.999 X X X 2 2 2 5 7
X ar€ erfor UIC G (eher isnd Loloo io Crieron

preferred dasmnbsb AIC - Aike 2nfor=OtiCoriCntoon
AVG mrittef of xSm over 14 daa sets SIC - Sawahrz lofonakon Criterion
SDV * swadad devitio, CHI - Chi s4r3¢ w3s
MAX oa mtxmrnsmof r v3ei s4 KS Kolrmo~oroov.Sminlovo r

TABLE I Seigistes in ntn, 14 Atp,.al Sets of Sam~les of Weely Nitrate Concneraloou s

strbutona, Errors iO Csertvd Man Errors in Observed Maimun Nufd.o of Acoop =.os

MOM AVG SDV MAX AVG SDV MAX GIC AIC SIC CHI K-S

G3 0.252 0.206 0.641 0.364 0370 1.363 20 6 6 5 6

02 0,30 0.066 0.263 0.116 000 0.312 8 4 4 12 14

2.3 0.365 0,139 0.548 77.497 278.706 1082.30 0 0 0 2 2

2.2 0.292 0096 0.30 0,493 0.494 2.021 5 0 0 0 13

W3 0,20 0,207 0.594 0696 2.094 3041 9 0 0 8 9

w2' 0009 0,074 0.265 0.102 0074 0,288 8 4 4 10 14

0TABL 4 Onarror,no ftitis,e5 In Fiom, 14 Anmul Sme of Samnles of Weekly Sodiume ConeeovlOssv

Dsatoshuioms Etols Ll Observej Mea Erols in Obsesed Mumurnm N06.r ofb AoOWOcS3r4

Mod¢ AVG SDV MAX AVG SDV MAY GIC AIC SIC CHI K.S

03 0013 0021 0038 0.056 0063 0.245 8 1 2 7 8

02, 0096 0004 0013 0047 0.067 0204 12 6 7 12 14

L3 0012 0.010 0042 0049 0053 0.226 7 2 1 7 7

L2 000 0026 0020 0050 0060 0.284 12 3 s 12 14

W3 0030 0022 0.133 0057 0059 0230 22 3 0 20 12

W2 0576 0489 100 X X X 3 0 0 4 $
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Fig. 1. Fit of the L2 distribution to weely sulphate concentrations in 1986 and 1987.
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In the caeof-ulphate, the 1.2distfibetion fits the observed mean Conclsions

cnetainwith on acneayo

worst casei, the error of fit is 1.4 per reto n fte1 aast. Acomputer program for selecting and fitting probability distribution

-The L.2 distribution fits the observed sanusm of each annual data set functions to dota has been developed wich offers the advontages of
*vith on averige a~cc y of 6.5 per cent, the worst fit over all years being emy to rise, flexible anid incorporating state-of-the-out algorithms
borg 17.6 per- coot in error. Only the W2s distribution yields and numserical techniques The program has boe sucoesfully applied to
unacceptable errors in fixting these quantities, a large range of data nets, as illustrated In the example application. The

program can be applied to any data set to which the normal, exponential
Fo nutrate, all 3-paroineter distributions and L2 yield unacceptable fits and 2- and 3-parameter Werbull. gammna and lognormal probability
to teobserved maximum, W2 is the moat superior distribution bat only distributions aire applicable.
marginally to G2. For both these distributions, the average error 'an
finting the observedmesutn and maxitn in close to 10 per cent axd tire
worst error on any onte data set is aroxnd,30 per cent, eerne

Per weekly sodium concentrations, only the W2 distribution yields poor [I] M.G. Kendall, and A. Stuart, Advaouced Theory of Statistics,
fixting errors, The 3-paramreter ditributions provide no subsantial Vol.2(4), 1979.
imeprovemuents over the mare, parsimoxiout alternatives. The G2 and 1.2
distributions fit the observed mieanr very closely and better than the [2)J3. Bai, A.J. Jakernin and M. McAleer, A new approachl to

others, while the observed maxrmum is fixted to an accracy of less than maxeimumr ikelhood esiarion of the rhree-prrmrerer gamman and
5per cent on average and alv~ays less thax 30 per cent. Welbull distribtins, Working Paper in Economics and

Econometrics, No. 191, Australian Notional Universily, pp. 26,
If. Discrimination among diotributiuxe 1989.

Tables 2, 3 and 4 als show the results of applying thu GIC, AIC and [31 1 Bar, A.J Jakemnan cod M. McAleer, Disrimiunationprocedures
SIC statistics, and the traditonal chi-square and K-S tests. All tests for fittiug nested and nsa-neored dlstinbattons to environtental

apply a 9S pet cent confidence level. Consider the sulphate results first. qality data, Working Poper ia Economrcs and Econometrics,
The GIC selects L2 and W3 as nst significantly inferior to alternatives No.-200, Australian National University, pp. 58, 1990
in 12 of the 14 cases. The other two Informtation. criteria (AIC and SIC)
Are not as definitive. The chi-square rest and especially the K-S rest are 14) D G Pot, "udgiog air quality model performance', Bullerin of
more definitive prefrring G2 and L.2, folld%6rd by W3 And 03. 1.2 is rte Americas Meteorrlogical Soclery, Vol. 62, pp 599-609, 1981
certainly the moat preferred or equally preferred by all-criteriat except
AIC. The error results iu Table 2 only eliminate W2. If a 2-paramet 15] E S Pearson, 'Note ox an approximation to the distribution of
distribution is sought, then either L2 or G2 would suffice, our ns-central X2% Blovretrika, 46, 364, 1959.
preference being L.2 because of its likelihood (by virtue of GIC results) [6 K..Br,'rlslaMde:I pidSiucJhnWey
being optimual or near optimal moat often, 6 New. Yury, 'Saitca975. l nAple ceneJhnWly

Por nitrate concentrations, Tabli; 6 shows that all the itotmation
,ritenr- prefer the 03 dtstrib.ios The chi-square rest prefers G2 abile 17[ A.). Jakcman, P,G Whitehesd, A Robson, J A Taylor and J
rite K-S test finds All 2-paramcwe distributions acceptable. Os the basis Bal, 'Investigation of a ncw approach to predict water quality
of rte errors of fixling te observed means arid maxima, as reported it extremes with a case study of chemical determinants in stream
Table 3. only 02 and W2 4an be considered sufficiently accurate. The water', presented at Water Quality. Baltimore, 1991.
K-S and chsi-nquare tests tot these moat highly also while the
,fvLmiAaO5 crterarnk them reasonably highly, flit W2 distributin [8] A J. lakcman and J A. Taylor. 'Identification, estimation and
as mArginally preferable os filling error grounds simulation of frequency distributions of pollutant concentrations

for air quality manaigement'. Is: Llbraiy of Environwteal Control
The result of a iyui8 urn diree information iFitesra and ran isymptasa 2'ehlnology, P N Citeremtisinoff [edl), Gulf Publishing. Hooston,
tests for sodium concentations are quite ennastent. The 02 distribution 2, 135-158, 1989.
is mpoat Preferred Or at leas equally preferred to 1.2 by four of the five
drscrimination methsods, the cbs-square rest acacyiug G32 for 11 of the [9) A.) Jakemnan, R.W Sim-pson, and I A, Taylor. 'Modelling
14 times and L2 on 12 oraarons. The 02 distribution alto finted the distrbutions of air pollutant concentrations -III The hybrid
observed means esora iosely and ox average fitted the observed mamima deteimixistlu-statrstiual distrbution approach' Aenos Eno., 22,
'With least error. However, the 1.2 distribution uppers almost as 163-174, 1988.
aoepsble an G2,

Pig. I Illustrates the range of the fitting performance attained by thn 1.2
distribution when estimati Is by maximum likelihood on annual sets of
weekly Sulphate concentrations. The left hand plot shows the worst fit to
thu observed maximum concentration obtained over the 14 data sets (in
1986) While thu right hand plot shown ths best fit to this observuliox (in
1987). Figs. 2 and 3 ropert -this illustration of the range of error in
fitting the observed maximum for nitrate and sodium, In each case, our
preferred distribution is used, the W2 and 02 distributions,
respectively.
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FEATURES AN.D APAXATIMS OF lVIACkES A K,12GRaA3 E IDWslIKAflM Orr VL'11I)MLD ~ASl
AND COM ,TTLWS, FPODM RAWYAJ±. EY'ATPJhA.SIUAThMcA"STEA3SPW' ATA

A J IA:& I G H~aoE DI Syuiozr

1. Ce~e for Resocrcne and Lsc r tmua SMadies A= 5i 2. 1me=n of ffythoblft. 'W2Ethd 0-(W 1sm. menn
Narina Uinit y. GPO ERe 4. C ara ACT. 2601. z&

A-mt A entoooyfor - of en hydnoipts c=: s~ndan L-Scaed (5 e d dn)anis hiina.
correspondin; ii,'total river flow has been derclaiped [I] .ws LtiSov asnd ba II eemngaze I!n:-- m~ beenea te

eoyed to zocitrzff = sr e is pretd34 s= tfl ian ibune v k~k k= in ~zo
pmdzasandfeazesof[beasscii PCpidr IHACRES. art e iz he ez =r-t hybj i etiaczniomtn ofa20k

cs-U-v VACZ --VIC fro I-i~l 2apf i m of the me*&*alu) =-= ca t Ausath Cap=on Teramc" OM-n a Period oefecu
to hydrologtial syateus wtere ed itht ony aly ci &3 ma50x esnda! fcres reuuwc at a ass-ore hush f. L=rSoad and
strea2lcs dica base been arrielabfe. jgtkme, [6] assss the rtrin r==o eI!= ak bythOgrphl am

a 30 ya period fee a large: M14 Wad) cran:= !a Walcs. Dica fic
several anal! rese-.th ean&h amen the u are bft zsed
enerey by IHACRES in, -2-n toe h) eesis thuc peak sanzoms

Unit hydrograph theory 12J plays a central rule in many esta~bl C = 1 * P2Cl M- byW 2; fIHC
inumerical procedures tor flaaceitte d3nanos Of the rainfal - rdWt cr- = hyroog ad aer 92hr noog IaCre u
streanfiow fri3scgncss; at~~5g an~hme scle quait ==Ilg~ aree--s bein osierd
step is to aitberac baseflos- fron tbhe obsrvedo bydrornhd in scce:
intuitively reasonable bet faitly atbatraty %ay to give a Thisna pae sno'it h Cp:zc IHACRES. des-e lype uly by
arreataflow. Then, a cni hi*Ogttph (i~up* spons fin3) is ft1--t of Hydriogy (111) and tin Centre Icr Resounce and
idestifled whichl links the system input of taite vartats i2 a rainfal Esenea -(WS te 1 A iOTfot h
excess to the systes.i ceapm of timue vitistions ii residual atrea:%flow collaboration to this end betwee Ill and CRES. The paper begicns .chThe mtasods prodoLne.tdy used for adjusting r&2 to dttSII ofnfl the= vdmekdbIARStdte lnt ate Vou
ecess, ald any nrcsasy paramesere. are choses or opiseal togon it af ft R~r e = mployn cwwtisis tooe case studics
best fit between 'ohaavd* and modelled esidual "ctlow. A nudraten by the adiora.
dtsadvaaage of this overall approaca is that the derisof unit ydrograpa
applies only to a radier poorly defined rmpono of streanriow (Le'
observed striflow mius a conjectural baseflow). Although a unit TV=d
hydrograph derived itn this way might dicteis well the dynm=ic
relationship beees rainfall and streaunlow fot the intdiidual 'wel- Temdlue nM RSi ae nui adorptey(z
behtaved' event os %hich the moe a aimd it mi pelf-a 12D) abich describes the %aritio of srearnllow IMf o-e time 9 as a

rrt sciniod nthcfore drvean zoerluisc et b)d ~ pm fr h(.s.

In [I), a methodology is presented for deriving unit hydrotraphs Rainfall excess is the amount of rainfal uetich contributes to aeainfow
corresponding to (a) total streansfiow and (b) the quc ndso after 'I%='s &e to evaocrantptration, have beer, deducted. Valtes
components of strearflow separatly. This methodology has been dealing with a contmnuous tinme representation, as in (1). the unit
programmned for PCs aod the package has been called IFIACRES hydrotrapha is the streatniflow response to a unit of rainfall escess
(Idosificatios of unit Hlydrograph And Component flows from applied instantaneously. When a discreisaticia of (1) is used, as in
Rainfall, Evaporation and Streaniflow dta). IIIACRES emp loys fis IHACRES, the corresponding input is unit rainfall ecess Ovot one
its of rainfall and streatoflow data for model parameter estimation. It sampling interval.

does not require selectios of 'ixdllbdtaved' rees. Neither is
separation of brellow from the hydrograph required Wieore unit The assumptions of unit hydeograph theory are well hatose, but are
bydrograph identification. Fersm the high quality of calibration an conveniently senanarised in 11) The methodology in IHACRES also
validat~on model-fitz which have been obtained [1], [3-61 for differest invokes an approsimation of the nit hydrogiaph as a cousbinattios of

cnmeot t)-.es and data time intervals (eqg. hourly, daily), it is evident exponential decays. Another interpretaion of this is that rainfall excess
that unit hydtog,Vhs cnn be will identified by IHACRES. The is ipuit to a systems of linear reservoirs or storages front whlich there is
identification of separate unil ydrographs for quick an lwfo an output %hich represents streaniflow. The onfiguratios of reseevoirs
provxdes the facility to separate stream bydrographs o q i an slo my involve storages that are ia Parallel, in series or both- User-
flow Components. interaction uith IHACRES can identify the most appropriate

configuration is each cuse (see [11); the moat common configuration
The eapaility of IHACRES to deeive reliable unit hydrograpits for iotai enwoniered by the authoirs is iwo storages is parallel When derrsed is
StocamufiOW, and for flow components (quick ad slow) sepatdiey. dscretimt. and Lt. the case of tos storages sating in parallel, the.
es~les at widely applicable is studies of hydrological systems. in ieiiliontliip between iiainlall exss u, and steeansflow A, at ime atepk
connection wizh seeal types of investigatos of envirotnmental systems, .an be written is a aeezd-iede iratisfes binction of the fonrm
IHACRES bar already bees applied to rainfall and striearalow, data sits X, X"4
from the United K~ingdom, Australia, New Zealand and the l&aac
States of America. lakesam, Littlewood and Whitrehead [41 use the 4 PU,~ - a, Xx!i (2)
package to asess; the catcbimest-cale hydrological impact of partial-areat
liaid-use changes associated with the foresr cycle is two catcbmero ir. P. =a - ~ *
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%=p i 5 q:O= 01 ,~o viS s~. c vs:m5k q, '- Ubxe i xids -&ii 6=fr *cd hre m be stassrci -tige im

6c s~.= - , 5 r: dmeoed u-1 atSIL Tbe madd is cTJcmP msoss. 6c ri' mo: be airnatd fats ,~ere S o InL
gmsx xcm in Fi:1.. Eibarus esg m bed al:ernzis'c cca ba-rs &: = aam t:p:e Sci d& * s
by =7 exaci ct 6 (Anni . we= F"M~ %to "Tznvnnt m ma u 2x"x ==~ 7Va 204 Urce

__ -g;=c: t tk c= (:). rdsid,
A o e -Ve= (10 2:d I*~r 6e t peak of ft =k* b

byTg2; (I). These d= -. C~~k emutce =Cpism wee1l 3ttf

gY. PIC1 4() (1 .i a) 1f- Iv-e rc~e vz t!hIe recirdo
f" jb bhe iocain qd,%cz ee hci-,';i 2y iva -om4

;i A I 'A " te OerVed cnim 1isem e ft o MCCLh

Shr 2:do P sne 11) = im7 f d= vo=o x: xesi A -I- em - b~ i xe. s,. is elaokd a=_-ordng o
=z-~ so the5* o=:5zis peio by vli;n izo

zh * r men ite ono of === A is t szzmplin - -a(5
:besa orte roe soas of rE6 and ===row nsod E3 tse

where i eato the time f ciing of a ratdtnsm.

Rainfall Rainfall excess Streanflow

* Rainfall excess to streanflow
Lirodel (linear)

Rainfall excess is clcied by muttipt~ieg r; by s, at ech time step
Fig. 1. Syirens duVran of thre most commn model confirmation used a.-A then scaling to casore equality between v&l.==e of rainfall escee

by THAMES. and stiesesllow over the calibration period. This effective rainfall, uA,
is givnxbyI

ibe package also allows wre of a eon-linear model of sdte relatiornship - ; co 5,4 (6)
between rainfall andi rainfall ecess. Rainfall excess is bixhy depeM::r
on the level of antecedent rainfall sod may also depend en changes inl
evapotranspiration. The model used in THAMRES is a simsple t useful vshere cAs. is the scaling factor,
one and the interested reader is refereed to 171 and III foe details; so

* overview ci Le model between rainfall andi rainfall excess is Dow givn.

* In pifaciple. rainfall excess could be calculatedl by estiosatiog soy
losses' don to cvapotraospiraion and dsiages in castela wetness, by 1. Calculation of rainfall excess
employing meastiramnis of hydronsetusrological variables ansi sfil
moisture. Howvr, this approachs is usually data istrepte and ,ut The package allowes the user to m uste ison-Isteat model (4) - (6) to
zietessaully accurate bcaus of samnpling. measorenment and modellasg ..alculatO raiall "s.4Ms Ot [0r Other .11Wklated Values Of raiofall eMem
errrs. Also. it may not be nsecessary for streanlow, nsodl~ng oser to be acce directly.
short periods in bisnid temperate regions wfisoc the effects on
streandlow of variations in evapotranspitation over restricted pvri~ds Esperiesee with tbt abio simplte ems lieat oidel foe rainfall excess
are usuially of sesstndary imnportance to enriasios in rinfall. G1,111. (3-61) bas shliow it tio seork well in combination with (2) fora

variety of catchmsent types arid raisfalltevaporation regimes. Fig. 2
The approach adopted ill IHACRES is to account for rararios in shows the rainfall And the 111ACRES-drva raitfaS ecss over a 4901
catchait wetness Lct the 'ripeness of the catclinment to produce day period from 22 August 1976 for the Kesssys at Truro, a 19 kiff
sreamiloss at the time of the causative raisfall) by maintaining a caichnwion , r. s culwst Englandl. Nwtce in Fig. ouiw, as ie cbmesa
runing index of esponenitially weightedl pass rainfall A single optiml arts up due to recent rainfall, rainfall excss approaches rainfall. aiim
parameter ulich determines the lairli of 'memory for exponragidly a relatively diy spell rainfall ecess is otly a small proportion ii
weighting the past rainfall can be diseirced fairly rapidly by ui cr- rainfall.
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- xamno, the 30 year record of Trt daly irreamiflow, and eaachinent
- ~ ~ area=21 infal 10 (a) iPmprv the Madd-fit to Sam=o evets and (b)

assets the temcporal tavariace of the unit hydraph and its quick and

slow nonm

2200-

so

0 0

0'j -M JLKLMAAW&70W-3
Fig. 2. Dat~ iflyl and rainfll excess for the Kensoyn at Truro frout

U. lrto~vldto of IIIACRES modelda. /Thsse

Sciwl =ft&of p~rt esimatonam ~flale n HACRE to Fig 4.Validation of model used for Fig. 3 on daily Techi streamilow

clbae adunezi-scale models of streanillow, behaviour in response to frmIAgs196
ibfllc=LTese =r basically various forms of instummenzal III. Separation of hydrogrVphs into quick and slow flow

vaibeetmto (see [1) and 181 for more details). M'Ten any model
has been jattd it should be validate using data fromt another Perto Separate convolutions of the qick and slow first-order transfer fuction
of record. Fig. 3 shows the cailsration model-fit to daily data over 2 conspontenta of (2) wirth rainfall excess generate the quick and slow flow

three )ea period from late July 1982 for the M9 lard' Terl at Gino componetk ',f streamflow respsectiyedy. Fig. 5 shows the modelled daily
Trai in West Wales. This model has sin parmeoters (four in the transfer total slrrainiflow and the cofeeposanx slow flow comsponrent over the
function given by C, one for the calculation Of the catdsnscent wtnress three year period from 1974 to 19176 for the 743 bats Colic at Denhtam,
index and one fmt adjusting ra inall for seasonal ternpesAture-relatod a southward draining tributry of the Thans in England. ?-ichs of the

* evapotranspiration efforts) andi espliin about 89% of th4 variance in eseathnn comprises Chalk geology and the proportion of Colne
* the sereansfiow. To assess hew well the mordel pesformsl on another stemslow which can he considered basellow from a regional

period of the Teit record. Fig. 4 shows it applied to daily data for a groundwater reservor is therefore high. The high slow flow component* three year period from the beginning of August 1976. Here, the msodel of streansflow derived by IHACRES shown us Fig. 5 acords well with
calibreated on data from 1982 to 19S5 explains; about S5 Per cent Of the thepennc of a relatively large volome of baseflow from the Chalk
Intia variac of streamnflow in the earlier periodl of record. Tse model
catues the dynamics of the Teri catchment hydrology and it is 1s

* cvl~~~~sderit, therefore, that reasonably consistent unit hydrographs for toial.n.ni.o.in
streanflw and for quick and slow flaw components have bor
identified.

5i50

50~ from I Jaur 97.in Te(os

F-ig. S.Modelled daily Clrstoeamulluw and slow flow at Denbarn

0 ~ ~ ~ ~ ~ ~ ~ aur 10974.4 00W70 C1SO C

thor (days) In contrast, Fig. 6 ,latws the msodelled hourly total streasoflow and the
IHACRES slow flow compoenet over a 400 hour period frost late July

f-ig. 3. Calibrated model fit to daily Trill ileconflow at Glan Tesli from 1981 for a 0 01' kr,. sattmcm (Mainsai, N16) is New ZvWilno. Hrc,,
25 July 1982. it can he soon tIat the quick flow (total minus slow) is the dorminant

tiocvt, areulimpc~in f Fgs3 ad 4reeal tat her ae sme component dating events, particolaily at and noe pieak flows
syoweverc crelisbet n o bser3vnd a r del d h tthre arne Interestingly. it has born estimated from isotope tracer field experiments
Fystexaile dmcean ofsthetweall oeav a ks ndm eldstanfw that the provenance of most of thl srreamwater at and near peak flows

Forexaple may o th tmil ydrgrah paksissummer seasons in the M16 Manmati catchment as old' water which was in the satclanent
are overestimated, indicating that the model could still he improved prior to the causative rainfall [93.
The fairly large difference between obseived and moodelled streatnilow
at the beginning of the wet seasn -f 198017 (1 e. at the start l"
record shown in Pig. 4) corresponds to the 'wetting up, 'period at the is order to explais a donsinanse of 'old' water it perk streassflows as
cod of the 1976 Drought and therefore presets a psaicularly such uplan stchments, where slopes are steep and toils are thin, illis
demsanding period of record to model. Littirwood and Jabeman 161 nososary to invoke a displatesnent msechtanism of strearnllow
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swa~ar. vujMEAN VALUES FOR SOME CHARACIERIST7C CATCIIMENT
- 5e~x. io.Crvo... PROPERTIES- FOR THE MOMACHYLE CATCHMENT.

-31984185 198618 1987188

E TI 42.98396345
3: (12,68) (12,64)

0.15 022
e' 00 (.08.0.25) (0.13,0.31)

Available approximate 70 per cent confidence intervals are shown in
brackets

1ig. 6 Modell daily Maimal (M6) strearoflow and! stow flow from 25 so% h unit hydrograph arnd its qickt aind slow conmponents for tis
July 1981. :21chmeterive fot om oe aibainoogtetoyerpro

flow~mmdatl andoin tnew waerenpoer.t. owve, h

suisand (b) the IHACRES results indicates that the qurick flow and
'old' water romponeints hrave more int common ini terms of provenance

underlying: cocpu asaino treaceflow generation in IHACRES is 2
runoff from a catchmxent of vaeiable wetness (or, olteenatively vaial
eontributing area) represented by an ilts based on an exponentiall
weighting of past rainfall. Arguably, therefore, INACRES is more in
accord with wilely accepted theory of streremflow genrationt thin +c' 8
theories of displacemnent necessary to explain the isotope tracer' results,
Furthermore, IHACRES irydrograph separations gives results %hich ace
rntuitrvely reasonable for both high nd low baseflow streams.

Clearly, there ace differences of opinion ins the scientific commuonity .about the basic nature of the dominant streamrfow greasir proces rin o 5 is 115 25 25
small upland catchmnents in humid regions. Application of IHACRES, 'Tins (toys)
using concuerent groundwater, rainfall and streamfiow time series
observations, and comparison with trace trchnrqres in particular field Fig 7 Unit hydrograph and rompsonx flows for model calibrated from
asuies, may provide a way f-.eward in any attempt to resolve these daily stcexmnflow at Licinog Hots Creek from I April 1983 to 13
differences. March 1985.

IV. Assessing and monitoring the impact of land-se change Corilil~tlp rfemti

If good models of the form given by (2) can be established from rainfall 'The papec has outlined several features of IHACRES and Eras presented
and steearnflow data over different periods of interest, then the tome of its applications (existing and potential) covering a range of
component flow chracteristic catchmnent properties given by (3) ca he problem in hydrological oc-ence and environenal management. 'Me
derived for each of these periods. Furthermore, since the instrumental suecess to date of the methodology in teems of goodness-of-fit to
sariable techniques used in IHACRES include comnputntion of measured stresceflow, both in calibration and validation modes, and the
approximate confidence intervals for the paramees in (2), it as ability to chraacterise well-defined quick and stow components of

possble by Mote Celotecniqu, t comoteapprximte treaceflow, augur well for application of IIIACRES in areas of
uncertainties associated with the characteristics in (3) over any environmental andl engineering hydrology quite generally. Attempts to
calibration period, improve the peformance of IHACRES include (a) investigation of

alternative rainfall excess modelx - to better model small runoff events
Table I shows how the slow flow time constant (r;) nd retative in summer seasons and (b) utilisatnx of local groundwater or soil
volume thronghput (V') for the 7.7 kei Munachyle catchment 'in moistre content mneasurements - to account for variations in tho slow

Sadn hneover a four year period (1984185 - 1987188) during flow componcol of strearnflow.
which a past of the catchsment was artificially drained before conifer
trees were planted [43. Each value shown in Table I was derived from a
time tories of daily rainfall nd streaceflow for annual periods starting AkolfcOi
in mid-June, While the Table shows large uncertainties oxl the
chatacteristic properties (i.e. the ranges defined in parentheses), the Data for the IKenwyn, Teifi and Colno were provided from the UK
mean values indicate that an increasing relative volume of flow passes Surface Water Archive databases maintained by the Institute of
through the nlow flow storage following drainmg, Hydrology The flaquhidder catcinents; ate being monitored by the

Institte of Hydrology. Data for Licking Hole Crock were provided by
Australian Capital Territory Electricity and Water. 'lTh Maimail dataIni another investigation [51 of the effects of land cover change on the were koily provided by Dr A I Pearce, Director, Forestry Research

hydrological response chatacteristics of catchsits, IHACRES is beinrg Institute, Christchurch, New Zealand. We mre also very grateful to
applied to examinue rainfall and streatniflow data from a 20 hen' upland Shelley Santoso for her raeflut peaationi of this manuscript.
catchixert in the ACT, which was instrunmented following a substantially
ilamaging bushfire, in 1983. Analysis of data sets from 1983 until 1990,
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Atract (a)
It is increasingly recognired that, to he atisfactory, decisions invol .
log air quality require the use of stoclsnstictools. This paper summa-

nines recent research findings and discusses the influence they should 0
Isaveon the develnpment and interpretation of statistical models that -

will he used to support prediction,.assessrnent, and monitoring pro-, w
cedures.

I INTRODUCTION- ..

Hlistorically, the first mathematical models used in air quality work
assumed that the process of pollutant dispersion within the alms-
sphere was a deterministic process. Castial obiservation, for example
of smoke from an industrial chimney or a cigarette, shows on Ike con. (b)

trMy that the process is stochastic (i.e. random). Figure I shows two
time series of pollutant concentration in Ike atmosphere (chosen from
many possihle examples as random!). Bonth Illustrate the inherent and i
large variability characteristic of all such series. This variability is ig.
nosed hy determw~i~t models, such as Gaussian plume models and oT
many other ,ore roisplicate schemes, which, though readily avail. -
ahle commers. ", (invariahly hinked up with eye-catching graphics
packages!), hove hittle connection with reality. Some countries still
use such models Iu legislation or in quasl-legal regulations, It is to Ia~1
he hoped that they do not lead to disasters hefore they are replaced *~~~~1J~
by scientifically sound models, and these must he stochastic.

The development of stochastic models for air (and waler) quality os.
nsument is now a thriving research activity,- and quite rightly so. i

Impnrtant adeances have heen rondo hy Jakeman aol his colleagues _______________________

at ANU, Canberra (see Jakeman, Bun Jun and Taylo' 1988, and ref. s so us o us io 2;o3a iis .is 4.s s o
eences therein), The present paper summarizes some recent work hy ii,,. (')
the authors wo predominantly approach Ihe topik from the discipline Figure 1: Typical concentration time series from field trial,. (a)
of theoretical phiysics In selecting material to include, preference MIylne (1989), (h) Nielsen and Jensen (1991), Chatwin and Goodall
has keen given to work that is Important in constructing stochastic (1991),
mndels and not csarily to research results of most fundamental
scientific interest.

11 THlE PD' 01F CONCENTRATION and the mean 14 and variance or of Ir satisfy

Let r he the concentration of a species (foreign gas, particles, o J o~n ~d.u~ 2

dispersing in the atmosphere As Figure 1 shows, Ir is a random In conventional turbuleint diffusion work, ii and or are usually do-
function of position x and time s. Its probability density function noted by V' and Te respectively. Note that, io general, p and or
(pdf) p($;x,t)is the most hasic measure of variability, In the usual dependnstrongly on xand, fnr releases of pollutant that are not steady,
way, p(O,sc,t) is defined for# 0 0 hy on I. In view of widespread confusion and lack of precision, it must

he emphasized thut time-averages do not occur in the formulation

Aoml = dJq~x056), (1) ahose. Means are defined hy equations like (2) and must he esti-
domated from data by appropriate statistical methods which are not,
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in general, time-averages. Per environmental reasons there may be aeaavmav
interest in the statistical properties not of the (instantaneous) eon-
centration r but of rT1 , its time-average over some defined interval TI- (eg 5 min or I hr). The pdf of P-1 is riot simply~ related to p(O; x,t);
in particular it most depend on T. Given also that, encept for very
large T, the pdf of P-1 is moredifficutt to model 6, and, in general, to
measure than that ofFr, it is timely to ash for hard scientific evidence
(rathelr thun an appeal to conventional practice, misguided tegisla. I
lion or even arnecdotalsvivdom) that 17 for a specifiednon-rer T is

the appropriate measure of environmental danger, for eximple from
to0i gases. A continued fallure to consider this point seriously mitt 8CC55 -93 h" ooqsv,nzErom
inevitably result in wrong, even fatal, decisions being taken.

III FACTORS INFLUENCING PDF MODELLING

Rom the point of view of environmental decision support, it is impor* A

last to seek robust and practical adequate mathermatical models of_______________
p(Olx,t); ideally such models ought to berelated totho particular en.
vironmental duoAger (e g. flammability or toxicity?) and they should
be simple. Jaleman sod hit colleagues, and others, hove tested many-
candidates (lognormal, gamma, Weibult, ...) against data. Chatvcin

and Sullivan (1989) shooed that p(;xt has the exact structuve si:(5.

p(O.,g~) = 7j(ex,t)+ (I - *)o1~), (3) figure 2: Top diagrasshowo time series obtained (foe same concen-

top~,wee tration) by two different instruments. Blottom diagram is a scatter
where y = 7(x,t) is an intermittency factor (equal to46,wee diagram coparing the results, the points aire not dlone tona hue of
so is the source concentration), and'/ and 9 are themselves pdfs. slope I through the origin. in fact r m 0.7 (Chalsein & Goodall 1991).

The importance of the formiulation (3) is that -I - I except near thu
source so that pm ig, i.e. the concentration statistics are dcouluaWe
by lhe transfer (ezg. by rnolecular diffusion hut excluding advection) Another area, of research of the same genre is the magnitude and
of p1llantl from air emcanamn& from the source1 to air not1 emanating removal of satistical noise arising, again inevitably, because of the
from the source. This observation has important consequences for limited sire of datascts.
modellers,

If simple models exist, they musttrenable parametrization to tale ac- There Is no space to consider the summarized problems in depth, but

count of atmopheric conditions sod source geometry. In particular interested workers should consult the cite papers, sod also Suiha

thes would be great benefit to be derived if is could be shown that (1994) sod Sullivan and Yipi (1989).
there was a simple relationship connecting quaititico like p sod o".
The physically %ell-based equationIVA NO LD MET

014l(owo - it, (4)

wvhcre a and P3 are constants sod po is the maxinmum value oflp at For many years our research has been supported by agencies that
a cross-scton downwind of the source, is of Ibis type, and (4) has include th Natural Sciences sod Engineering Research Council, and
been validated for many datasets by Chatvnu sod Sullivan (19) the Department of National Defense (both of Canada), the Science
Hlowever all these datasets wero from steady releses in laoatr and Engineering Research Council, and the Mlinistry of Defence (both

experiments; dasmeut rm ucxperrebts or levn to environ. ote ), the Comission of the European Coasmunities and NATO
mental harard asesetaemc ae u kr sin hand to We are grateful to them.

sewehr(4) can he generalized, Particular interest attaches to

instantlaneous or -more generally,- unsteady releases. REFERENCES

Even though, in principle, p(O;x,l) is determined by the governing ChateAut P C & Goodall G W 1991 B1-el U-si-tyi Depaeinsrss ofgath-
equations of fluid dynamics and muss trsosfer, there is no method atiac &1 Statotics Technsicul Repost Tt/01t31.
hnown (or likely to be discovered soon) of using these equations to Chut.. P C & Sulli P J1989 Phys Fluids, At, 761-M&3
obtain exact results about p(6.x,t), or appreximations of known ac Chatwim P C & Sullivan IP J1999 J Fled Meekh 212,5933-516,
(uraty to At. There in therefore high uncertainty about soy proposed Jakeman A J, Bai Jun & Tsa.sr J A 1988 Ateios Enir 22, 2013-2019
mathematical mvodel and, consequently, air esuential requirement he- Mote N IM9 Atvsos EssrN2A, 13134S923
fore such models are urest as decision support tools, namely that they Mate N & Chatsis P C 1990 Bessel Usirscot Deptmsent vfMatisenntcs
are validated against relesant high-quality data Given the fine spa- 81 Stiaticae Tretsicul Raiiurl TR/t9/90
ial structure (down to scalesuoforder 10-4m) present inall pollution. blylne K R 1989 Is Proc Pth IA tl'rfap ,s Maid rad Water 39usdl

I Afodlliso9ofAtmas Flow andiAsp(Karlsruhe 1988,ed A G liohAs)the collection of such data is extremely difficult. As a consequence Nielson, li & Jeasen NO0 1991 Report No ttuso-M-2923 (Ro NatooI Lab
data Is Influenced by unavoidable instrument smoothing. This is il- oratory DR4uv, Rosklde, Denmask)
lusteated ia Figuse 2. Mle ac Mole (1990) and Mlole and Chassis Sullvan P J 69A Is Peo 419 Joisi Cauf an Appi., of Air Poll 2eirue
(1990) -has examined this problem and established its practical im- lfortlaud, Oegvs,ed A GI Reals and N E Itrone), 119-121
portan e Ithaa also considered the different, though superficially Sullivan P 4& Yip It Frost Riport o. Costeus No ll'770f-9-11114/Ol-XS&
related. topics of Anttromnrt (and other) noise and of thresholding. (Def R.s Estob Suield, Ralston, Alberta, Canada TOJ 2ND)
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II
MODELING AND SJMI 'ATION OF CONTAMINANT TRANSPORT AND SEDIMENTATION PROCESSES IN FLUVIAL SYSTEMS

D. PROCHNOW, H, BUNGARTZ,,CH,-ENGELHARDT

Institute of Geography and Gedecology
Rudower Chaussee 5
0.1199 Berlin~Germany

Abstract - In addllon to experimentl data, modeling and slm- MOS is a special finite element technique, called the multi-bases

ulatlonof the flow and transport processes are important means Galerkin finite difference method [41 Untillno vstwo satellites

to describe and predict the water quality in fluvial systems. With of HYMOS exist which are named CONTRA and SEDIFLOW
the help of a verified, mathermatical model oie can investlgate CONTRA deals with g roundwater problems Moreoves, this pro-

the principles and connections in an aquatic ezosysteos by sim- gram is able to identify autonaticaly parameters oi considered

ulation of different process variants ( e g. trinsport of dissolved flow and transport processes in porous media ,o-5mg observation
and particulate substances, determination of particle load, self- data. The satellite program SEDIFLOW is, oncerned with con-
purification by settling of particulate matter, exchange Processes taninant transport and sedimentation processes tn otvers and
between bottom sediment and the water column, consequences of lakes. In the further presentation essential properties of SEDI-
water management activities) The presented computer program PLOW are considered in more detail,
HYMOS has been developed to handle these problems, Its struc-
ture, its capabilities and an example of its application are shown II1. Capabilities of the SEDIFLOW computer code

here. Using SEDIFLOW one can simulate flow, contaminant trans.

I. Introduction port, exchange and transformation processes as the following.

Rivers In industrial countries are often polluted with dissolved - turbulent flow in real river segmerits

or particulate substances from anthropogenic sources, and a con- - settling ad transport behavior of particle fractions (e g

siderable amount of dissolved matter can be adsorbed by the sus- continuous side discharge or after accident)

pended sediments catried tn rivers. Hence the fate of particu- - transport of dissolved and particulate contaminants and nu-
late phases of nutrients and pollutants is governed by sediment trients and their accumulation in bed idiment
transport, Adsorption.desorption transfer, particulate transport . complex exchange and transformation processes of sub-

as well as deposition and erosion determine the path of a sub- stances, like volatility on the free surface, decay of sub-

stance in aquatic systems (5,6]. stances in the dissolved or particulate phase or tn the sed.

There is a great need for powerful mathematical models pre- Iment, sorption effects concerning particle fractions or the
dicting hydrophysical, chemical, and biological processes in flu. sediment, aggregation and particle growth
vial systems. The adequate mathematical tools of these processes - coupled transport and exchange processes of several sub-

are coupled systems of nonlinear partial differential equations of stances
hydrodynamics (Reynolds equations and special convection diffu. The user of the SEDIFLOW code can choose between three
sion equations) connected with initial and boundary conditions models of turbulent momentum exchange.
[1,21, Using the HYMOS computer code, one can solve typical • constant coefficients of turbulent momentum exchange

initial and/or boundary problems based on the hydrological spec. - vertical dependent exchange coefficients (mixing length

ifled equations mentioned above, model)

II. The IIYMOS program package - the k-c-turbulence model
SEDIFLOW manages two. or three-dimensional problems, All

provided solutions vary with time, Steady state solutions are
,,CO, ¢rl is found as final states of time dependent processes.sotldlte ,totll~tt SEDIFLOW also allows to apply reduced models. Reducing a

CONTRA ee-p oe m SEDIFLOW mathematical model is a common way to get first rough informa-
l/,i/ PRE tion about an ecosystem as well as to limit computational costs
[3], Following reduced models are implemented in SEDIFLOW

. two-dimensional vertical cross sections (2-D version)

B depth-averaged models (shallow water situations)
- static pressure assumption (instead of full momentum equa.

tlions)
The application of SEDIFLOW results in

* flow characteristics -
. velocity fields of the mean turbulent flow

CONTA simlates surfacewater problems distribution of the isotropic pressure (water level)
SEI)IFLOW simulates sat¢e water problems - quantities, describing the local state of turbulence (turbu-

Fig, I Program package structure lence kinetic energy, dissipation rate of turbulence energy,
The HYMOS program package conssts of a core and of several production rate, coefficients of turbulent momentum ex

satellites using this core. One can divide the core into a pre- change)
processor (named PRE), into some basic modules, needed by all , characteristics of substances
satellites, and into a post.processor (named PPG), see. Fig. I The - concentrations of an unlimited nombe i ' suspended pai
numeriIat method to solve initial and boundary value problems tide fratiuns, dissolved substanoes and paitice-sorbed
for partial differential equ ,tons implemented in the core of HY- or sediment-accumulated substances
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-secondaoy quantities as particle deposition and entrain- values of friction velocity at the infl ow area (Fig 2c) Fig 3b
Anent rates, net deposition rates, sediriient accirroulatioir comprares tI' fra Ictional particle settling with the behavior of the
rates, mean substance concentrations in the water body total particle mass using a moedtan value of settling veloctty.

IV. SEDIFLOW'appliciation example

In FigsA 2 and 3 are shown the predicted flow and the oettlinig s
behavior of different particle fractions along a slow flow river sec- paretie fruottos. og - os3 rs to
tion. In the settling basin after a sodden increase of the discharge to

crs etot~discharge velocity decreases frum vr =03 m/s ato

at the inflow to downstreami values of about 0 02 in/s (Fig,2). 63dtato

-t -i cn-vc-evt -ttn-s

t00 1 t 3'00 oo too0

V4fitonvlct Y r' ousotcas rectiedsmti

0.3 0.0 ui t stttopo ti ICOCttO

0. 0t00 to 303 .. t~

el/1

Fig. 3 Settling behavior of individual particle fractions

kJ dens 2M
dl References

I ASOS Toll Commit on rtstanr essodets in hydroatur rtrspatasos.

Fig. 2 Settbing basin, flow chAracteristics n'sstit, osodelsa of tJ r s ae ~l oie 4.osd transPorlt Ity,114uhe

a) calcatated horizontal velocity feld neon free sulface Engineering, 114 (199), 701073 redoasntO.
2 mrgI.? Sire foe flour etesoei esiodehvyby

b) vertical 4ross section. located at inflow Ceterhocu~ driidyvsir systemus , Advancesori WiAter Reisues, 8 (t10S), 69476

c) depth-aseraged longitudinal velocity and bottom fInctionl O'ConoorDJ , Moet #1ojretie TaxsoSvbstavses in Feshwatr Sys
velocity timse I Basic Eialions , 3 of Essuron, Engineering, 114 (100%3

d) rlistrihatsOA Of losgitudinail oelocity Att downstrearr. Cross $07.532
section 4 Prochhoo, D2. 0. the 04tsriv Finite Dffsere Method: A Mstn.Bass

The total particle massof 9 mg/I measured upstreamn is separated Approkh lot, I. Noes. Math. in Enegia 21 (1985), 713-73

into foot different fractions classified by the particle settling ye- 5Prortszows. D , Btu st%, If , Eogelhuidt, CIA ,Modelint Sssjvevded Sed.
veit lTanspoet in Fi-Au Systeems Instad..1 Returdao. Syst. Anal

locity (1st fraction,- smallest settling velocity), Fig. 3a shows the modst. Simul , 9 (19906), (or press)
individual fraction settlement along the considered ricer section 6 Wttnh B. ftasata -ertfiasos Ausroirlangn asf ds Moe.
Rtom this result it is evident that the very light matter, runre- phologte nvd Bedml-yn far die r5adseo itohottsrehe g'st Was
sponding to the first fraction, is eroded because of the ooercritical sen end Abwaser , P. Olderrboig Veil , Macvhen Wien, toot
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TESTING MODELS FOR HI9H CONCENTRATION SOLUTE TRANSPORT IN PoROus
MEDIA BY ANALYTICAL SOLUTION &F A SIMPLE FLOW PROBLEM

MICHAEL THIELE
Institute of Geography and Geoecology
Rudower Chaussee 5
0.1199 Berlin FIR.G,

Abstract - The classical forms of Darcy's and Fick's laws seem with c, - the maximumsolute concentration occuring in a specified
to be inadequate to describe misc,ble solute transport through transport problem and 6 = (p, - O)/p P,p = p(c,) and e6

porou's media at higherdensity and viscosity gradients In addi- (p, -pio)/prs, p, = p(c,), where Po and Po are, respectively, the
tion tornumerical computer codes accompanying laboratory ex- density and viscosity values at zero or some datum concentiation,
periments to identify possible model extensions, it is proposed to In recent years a growing community of experimentators has
use ao1mptotiCexpansion solhtionsof the governing equations for been collecting material evidencing the inconsistency of either
a two-dimensional lammar stable mixing layer flow. The method Darcy's or Fick's law or both to describe the solute transport
is applied to a non-linear exinsion of Fick's law [1] which Is at high concentratio in the case of natrsum chloride (6_ = 0,2,
proved experimentally, up to now, for a one-dimensional flow cot- (c6)- m 1 0 ) [2]-[4], [6], [7] Hasanizadeh 12] has tested seven
figuration (2]. Thus there is a need for reexamining the existing extensions of Fick's law (4) with the help of a disctetisized nu-
experimental data [3],[4] and for some new expera-ents, merical model of the governing equations on a one-dimensional

experimental set-up, The breakthrough behaviour of saltwater at
I. Governing Equations the outlet of a column initially filled with fresh water was mea-

sured and compared with the calculated curves corresponding to
The basic equations describing fluid flow and solute transport the different models, Only the following extension of Fick's law

in a porous medium are the equations of conservation of total and met all the experimental values satisfactorily
solute mass. These are, for a conservative solute in a source-free
fow field [I1 (1 + P I J I) J= -pD (v) 7 (c/p) (6)

a (op) +V(v
+ V(pv) = 0 (1) where , is a new constant which could be identified uniquely. To

and avoid difficulties of the mentioned numerical procedures and to
lproceed further with the verification of the non.linear solute mass

np + pvV (cip) + 17J = 0 (2) flux ansatz (6) it is proposed to deal with a mixing layer flowat problem as described below.
where n is the medium porosity, p is the fluid mass density, v is
the fluid velocity vector, 7 is the Nabla operator, c is the solute II. The mixing layer flow problem
volume concentration (M//3], 3 is the solute dispersive mass flux
IMI(LT)] and I is time. These equations must be supplemented Consider the parallel stationary flow of saltwater (z < 0) and
by relations of conservation of momentum, In most problems of freshwater (z > 0) which start to mix at x = 0, see Fig. I To

slow incompressible fluid flow in porous media, it is assumed that ensure almost horizontal flow the inlet velocities of both fluids
the velocity and pressure P are related by Darcy's law have to be related to each other As depicted in Fig, 1, [3] In [3], [4]

steady.state distributions of the diluted salt were measured along
-the vertical at some distance L from the inlet edge which war large

v =- (VP- Pg) (3) compared to the width of the transition zone from salt water to
fresh water. In [3] there was provided an approximate analytical

where p and k are, respectively, the fluid's dynamic viscosity solution to this mixing problem based on the classical forms of
[MI(LT)] and the porous medium's permeability [L which is Darcy's (3) and Fick's (4) laws, too Within the frames of (3)
assumed to be isotropic and homogeneous, g is the gravity ac. and (4) the proposed dependence of the transversal dispersivity
celeratron vector. A commonly used expression for the dispersive or on c, could not account for the measured distributions either
mass flux is It would have implied, however, a challenge to the geometrical

3 - plD (v) V(c/p) (4) concept of disperivity that should be independent of the flid
flowing through the prous medium,

where D is the Bear-Scheidegger dispersion tensor [5]. It contains
ir an additive manser the porous medium attenuated molecular
diffusion of the solute and the mechanical dispersion, the last be.
ing proportional to the mainstream flow velocity over a wide range CIs
of interesting parameters, As proportionality constants serve two a.
characteristic quantities, the longitudinal ox and the transversal
csr dispersivities [L of the 'sotropic porous medium, To close the
system constitutive relations ate needed for the fluid's density and L
viscosity which are their functions of the solute concentration c, V, .&
Linear relationships between o and p or p axe assumed to be valid ps
hese, though the real dependences are at least slightly non-linea
for most water soluble solids

is =~s t +~ ad is= ~ i-edt) () Fig. 1 FRtshwater/sltwnterr mixing layer flow with transition nont
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11l. Asymptotic expansion for large values osfx pansiso method to solve the flow problem considered is an appbo-
Without mixing tepressure distribution Pfteitodcd pit nmeans to 'visualize' the effects of transport model etn

flow problem would he, (w sign like (6) and others en measurable quantities in a straight
forward mannrer. Fuirther research endeavour hoth experimental

Z>0. P = P(0, 0) ---You-X- PogZ (7) and analytical should he undertahen It is planned to. study the

tisser ination with the Fick's law extension (6)
Z <0, P= (0, 0) - - p,gZ (8) s

i e. a shaip interface between the two fluids would he retained. r
Mixing causes perturbation of this pressure distribution which Ir) - - ton w ensity (delto-0)
further will he denoted by p. roue os 4.c-5 i

In the theory of fluid motions it tendered possihle to get a
partial intsight into tb'e structuire of thesolutions of certihiiflow 30 Bta (Cr

2 s/ti
configurations hy the method of asymptotic -cc 'ordinatet'ype ex- 00
pansions (8]. Thui methord is 'oost suitable for finding the solution 20 80
of the flow and transport problem at large distances from the in.0
teraction none of the body and the fluid instead' of is the wholet\
flow region, or, as in our case, at large distances from the inlet
edge x - 0. In analogy to [8), it can he shown that the pertur. .

hatron pressure p and the dimensionless concentration e = c/c, =~ Ol
can he expanded in a power series of X-1/2 for large values of X in --- -ht
the following ;vay: -IT

p(X. X) =p-t107) x", +pomn) Z' + p%(,?) X"1 
*...+ (9)

0(s, X) - Go(r)) SO + 01(17) -111 +.. . (10)
where e9 = t/V4r is the so Called similarity variable. Substi- 3
tution of these sums into the system (t)-3),(6),(f) leads to or.
dinary differential equations for each of the coefficient functions 0
p,, e, These diffetenitial equations are successively solvable and

the solutions uniquely determinable only for some first coefficient 5
functions, and logirithniic terms in x have to be added to the
series (9) and (tO), 11 However, the terms of practical interest
of the G-expansion, 0r and el, could be determined after hay. Fig. 2 Influ1te Of the l-term On ths vetical cooctntratir dis.

iglinearined the respective equations by means of an additional tnhsutiot sit k = 1115 CM (paraMter values are taken
mgfrom (4)z or - 0.13$ cmo, w. - 0.0414 emise.4 0 088,

6-power series expansion. Up to linear terms in X-112 and 6 the c6 0.28, Pecltt number Pe - 1480)
concentration distribution readsi

2 2 4 (2 1 r~ t j(r5 Hissarazideb, S M., Vifcuinan aldton of ospeJ flosw and

- xp 'Umt~ 1) lo Waste Inipteeoratt, SKI. Stockholm', 1990 seis o
fic~uVrtas2sIsiadslr, SM , ModelCAPt290, Proc. Cooil. 'Tht Ilague, Sept.

- CX cI? 1900 P, IAIIS Publ. no. 19%, 241.2$0, t"0
4 2 3 Rinorsit, B, Mitt, test. Wasstibaau Ne, 52, tirs Stuttgart, t8t1

I + (tt2 - 2)- L6 (.5 ,r2 + 2)\1 Spits, K., Mitt, lost. Wasstibsa Nr. 0, Unie, Stuttgart, 515
JJ 4 Be asi, I , Dflsnio of flaids inporoasme. , Amtriics glsitr, Nis.

York sit, t92
The first three terms are identikal with the solution obtained in e Kobs, ILE, K(. Spits, l'rcu. 2ist IASIR Congress, Melbourne, August
(31 In Fig. 2 there in shown the influience of the additional P- 5855, 170.174, 518
term resuleingfrom the flux ansatz(6) for afixed set of remaining 7Butt, MA , l. Zilliro, J.IHyrlogy, 120, 125.141, t1"0
parameters taken from as experiment in (41. Unfortunately this 9 Chase, I-Dee., J. Math, Mtcdit, ls$1-37,1ist1
term cannot be fitted with the experimental distribution for no 9 Stswaotsos, K., J. Math, Phys .20, 123.91, 1982
value of Pi either, although some basok trends of the influence of 10 Iterbest, A.W, C P. J.1ohso, D A. Lsver, Water Resoor. Ret, 24,
the entering parameters are identical with those observed. Ney- 1781-1795, t94t
ertheless, it is believed that the utilization of the asymptotic ex. 11It tauaruidth, SM, Ads, Water Ressur., 9, 196-222, 1996
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WATER ENTRY SIMULATION OFBLUNT BODIES ON BOUNDARY FITTED COORDINATE

N. JISHI9AWA. and TOSHI. ABE
Faculty of Engineering.Chlba University

Yayoi 1-33 ChibaJapan

Abstract In this paper finite difference preesure or velocity. The reasons of the
calculations for water-entry cavity are per- oscillation is that the transformed velocity
formed for the cylinder.circular disk.and component are not aligned with coordinate
hemisphere.One of ,the employed finite diffe- directions(5. Firsthere.the non-physical
rence schemes is SOLA-WOF scheme on tartesi- velocity formulation is applied. Finite dif-

an grid and other two schemes are on BFC(Bo- ferencing of the convection terms employes
undary Fitted Coordinate)grid wath partly or a third order upwind difference expression
fully contravariant velocity expression.The Except this the scheme is the modification
symmetricoty of the' flow is assumed.An time of HSKAC scheme to a general coordinate.
dependent Incompressible Navier Stokes equ-
ation is treated. Monltoring display of the B. Relaxationfor continuity equation
contours of flow variables is also attempted Time integration of Navler Stokes equation
nearly simultaneously with the fluid dynamic (I) by explicit Euler method gives the re-
calculation on a graphic workstation. newed velocities at a new time level. Press-

uro and renewed velocities are adjusted to
I. INTRODUCTION satisfy the continuity equatlon(2) whose

As for water entry cavity flow on a small residual Is expressed with Ondiv V before
scale, the splash phenomenaaround sphere convergence. That ls,the relaxation process
with centimeter sice are experimentally sto- Is iteration between the pressure expression
died by Kuwabyra et alill,and with numerical which Is given by the diagonal dominant
approach.such flows were attacked(2,3J by HA approximatlon and the new estimate for the
C schemes assuming the flow Is axisymmetric. velocities as follows

In first part of this paper the water en- 6 p'-i D /A t(g 1w g 12) (3)
try cavity flow Is numerically analyzed with
the boundary fitted coordlnates(BFCl . Ini-
tially the lower vertex of body Is tanges- &U=-At (e-8pv+?7-6p,)
tinily contact with the upward liquid flow iu=-At (U,6pt+nvp.) (4)
and a body Is fixed at Initial position. The
Naier stokes equation and continUty equa-
tion are transformed to the forms on the whore w Is the Iteration factor and g ll.g
generated 8FC gridsd.SHAC method is modified 22 are the metric coefficient eg,. g ll=C x1
for the transformed formswhose results are y2 ,and subsctipts denotes the derivatives.
compared with those on the cartesian grid.

Following the authors' successfully aoi- ._OoJv.y__odlon
mated scenes of the splash of a dropletl4l. The markers without substantial mass are
but in contrast to pre or post-processinga shifted at each time step with Interpolated-
target of the Present study is the attempt velocity from velocioties at the cell sides.
to visualize the flow behavior simultaneous- Then the location of free surface Is simply
ly with the fluid dynamical calculation. determined from the location of surface(SUR)

cell beyond which no cell Involve the marker.
II. BASIC EQUATIONS In the results on BFC shown here,the sur-

the symmetry of flow and incompressibility face tension is not Included so far.
are assumed. An incompressible Xavier Stokes The gas pressure in the open cavity can be

equation is written for a general curvliine calculated by the Bernoulli equation, While,
ar coordinate as follows if a closed cavity appears.the adiabatic

process Is applied for the pressure Inside
a V I the bubble behind the obstacle.

- V .(V V )=- V p + V A V a g (1) Thus, the atmospheric gas does not inter-
8 t p act with liquid flow except In the closed

cavity. In accordance with this. we applied
V V = 0 (2) the Initial flat free surface condition.

Physical domain Is transformed to a rectan-
gular domain of general coordinate J * . D. Nmerical Results by BFC scheme
Equations (1).(2) are nondimensionalized by Numerical results are shown for Re=30000,
PUi/R.where U.R are the oncoming fluid 40000. to compare with the existing experi-
velocity and body radius, respectively. sent for Re=3012O(Rz8am.U=2.42/s if V =0.01

e cm
5
/s).the velocity vectors are shown In Fig.

A .u~el~l c h~ee I for ieo3000B . It is natural that the
It has been a Important subject how tac- large velocity appears an the peak near the

tlcaly a staggered differencing is applied body.in contrast in Fig.3 at large velocity,
on non-cartesian grids without oscillatory Re=4OO.snch film cannot be predicetd.
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jUt/=1.3 Ut/0=1.35 -----
-9R0-0--,0 F 19,. 4 /, Isobars

steps .0o-

K't  I 8

'>11/~- U= *~ . J3.834 alsi
ix ~an additional results to the authors'/ ~ ,14 Previous ,study(3). The numerical exanpfes

Alt! Iti~i I areagiven for the hemisphere w~ith diameter
1'2Cj /'] an d the uniformf low velocity:U= .3m

f/t~i , ~a. ss en *tAeut' ora previous re,_otuu
r~. I esU 1ts13 1 sh _ quilttlively goud !,sreement
with the results by SilAS caIc u lati o n 21.

F19.l Re=3000 l'lg.2 ke=40600 In Fig.4 the isobars are shown for _lmeu-
siunless time t=Ut/D=3,834. Even in the-aur-

The free surface profiles at typical tIme- face profile~we cannot find sharp peah cli-
levels are shown In Fig.l. The two peaks sins upward. thaot Is the liquid file cannot
appears In the deoeluped stote.lhe peak hear he predicted hy the carteoxan mesh code as
the body Is the leuding edge of the liquid for as with the cell alzes & r= A z=R/20.
fit along the body surface.Such liquid film the Isohars us In F19.4 or the equioorti-

Is knuwn In the esperlmentl. The height of city lines can he displayed during calcula-
the peok I s rather lower thou 'the expert- tion. On our weorhatation TIAIN-l the free
mentol value where leading edge reaches surface shape It. the srface modeler image
1 5 degree from luwer stngrtion puint when as In Fig.5 can he displayed sourly in reul
Ut/0PI/2 tine nude. That is~the CPU-time are about 20
While. the physical component formuiatios secouds.l2 sec respectively for CFO opera-

151 have been coded and nuceosfully applied tion and isohors dislaying, The appropriate
to a cylinder submerged i4 a uniform flow intervalfor display is estimated with the
by the younger author lMr.Ahe.this code In cumparison of the elapse time for contour
expected to Pruduce an Improved behavior. dinplay with that for the CID caleuatlton.

IlI CARTESIAN GRID and SOLA-VOP SCHEMEL IV CONCLUISIVE tE)IARXS
Finite differsee scheme on the 8FC grid

we Introduce here the resultsl3lon cylin- predict liquid film along enrvO surface
drIcal coordinate r.z. renpectively.corrws- .which could not be predicted by the scheme

p ond to radial and axial coordlnatesand for on the Cartesian grid.tonitoring display
which eq uatIu*n$(, ,2 ) are rewritten a e nen o n the workstation Is shown as t he
In this cone ogxyomeetrie obstacle nuch proposal of at visual aid for code develop-

as hemlspehre Is treoted upon the some tent process.
assumption an In the BFf formulation. As rig.5 Freov Surface and Isohars
In usual MAC scheme a staggered differeocing YUTAffAk
Is applled.the finite difference approxima-
tion employs a two-poInt upwind scheme.

A. Free surface condition
Near the free surface we employ YVFl'lvuoe Ko
of fluidi fonetion.which represnts the
Iliquid volume fraction. The volume fractson
n atisfies the following equatiun

6- r r Z

The liIqtid-nurface-pressure measured from
gas phase cont be expressed with surface tens RTfERLNCES
Ioo a by radii of curvaturen, III fuwabara,6. .?nba,lI,.and KonoK.,J.Phys.

Soc. JaPan,Vol.S6(I987),PP2233-2743.
As described in the previous sectiun 11 (21 Chen.J. & Vas X, Acto Aerodyamnic Sisica,

fur the BFC formulatlon.the pressure and re- Yol.4.p47(1986)
newed velocities are adjusted to satisfy 131 Nishikawa.'N.Y.fito.uad T.Abe, Computer&
the continuity equation Floils(or Japan-PSSR Syspo. CFD P21701990).

J41 Nishlhuwa.N. Suzuki.Aloiyamo.S.,Proc.IOth
L_._1esuit$n_ artesia Grd ICNMtO p4199-504(1986).

We Introduce the numerical ,asmples which (51 Desirdzic.i et al.,Compuer & Fluids 15,
g25101987).
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I-DENTIFI1CATION-A~b CLASSIFICATION OF POLLUTING SOURCES IN, " - CLOPED BASINS

ISTIC- Universita di Genova UsSSR Academy of

! Via'Op~ira'Pia 15 Sciences
"16145 GeinoVa'(ITAY) Gorki Street 77,

1 707100 Tashkent (USSR)

Absr=c Identification ofsource strenghtsof ¢(xiy 4 ) know withint

closed basins is- often difficult du6 to the location (xayr),c- a ... t
presence 6f diffuse sources or the uneliability
of official information. A source - receptor _jc-r(s)
technique is developed in~this'communication.for Jn
the estimation 'of polluting -7ources at the
boundary of the basin from concentration where r is the unknown pollutant flux along the
measurements inside the basin. boundary contour S (n being the normal direction

to'S).,
Since r (s) is unknown, the Neumann problem can

I. INTRODUCTION be replaced by the equivalentDirichlet problem

The identification of polluting sources in i1G-k (3)
closed basins has become more.and more important c(S) - y(S)
in the last, decade. Contaminations due to
industrial wastes and-municipal sewage waters cj measured at,(x,,y,)
are presently -threatening the survival of Once y(S) has been estimated, it is-straight-
biological life in many lakes and interior seas forward to estimate r(s).
or can give rise todangerous eutrophication
phenomena or become centers of infections. Hence
the necessity of'monitoring water quality, of III. FORMAL SOLUTION
identifying polluting sources and of classifying
them. Unfortunately-the-identification problem The solution of equation (3) can be written as
can be carried out using receptor, techniques
only. In other words the location and the nature C(X.Y)'cl(x.y) C2(x.Y)
of polluting sources at the boundary of the basin
are to be determined using-,the information A'C - k  AC2 -O
provided by concentration measurements inside
the basin. This is-due to the fact that sources C,(S)-O c2(S) -y(S)

* can be unknown such as diffuse sources, generally
connected with cumulating microcontamination!. 'Formally
or their official strengths unrolib r'as in
the case of more than one country ha'Ang access cj(xo.y ) KfG,(xo.Y.JXy)dxdy
to the basin. To tackle the pro)iem we first
have to setup a model connectinglconcentrations where GI is-the Green's function of the first
in the basin with fluxes-v- contaminants at the type of the nbihomogeneous Laplace equation
boundary; then a suitable ,algorithm has to be with homogeneous Diichlet's conditions.
constructed for the model inversion, i.e. the If the conformal mappiih
determination of fluxes using experimental :S {U ]itl

2
).z-(x0 Y0)-4(O.0)

values of the concontration. (i.e. f maps S onto the unit disk with x0, y0
mapping into the origin ,

I. -0MODEL SETUP -/(xo.yajx.y)-/(ZoZ) ) is kaown, we can
compute GI from the relation (1)

The diffusion of pollutants in water has been 1
assumed to obey the following fickian law: 2n[/(zoz)|

Similarly c2 can be computed using the Poisson
_____integral

a~z7y,-r()2. 2_______
In other words diffusion has bLun supposed to u(roe).hf r --- (- o)

d

be prevailingly horizontal, whereas a more
general dispersion law r, including deposition,
vaporization and chemical reactivity is assumed r ; O:I2n
to hold vertically. This term is strictly
connected with the so called water purification In fact if the conformal mapping defined above

power and , as a first approximation, i e is known, we can write y(o)- y(f(S)) and compute
assued cnstan t. Thsthe vpprox nit can be u(r0o ) from the Poisson integral and eventuallya ssumed constant. Thus the overdll problem is
defined by obta-I

P S C a c

A (2) Thus in general we can write the forAal solution

of equation (3) as
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C(Xykf,.Y .IdW fnx.S)C)) Problem (7) is a general sisinization pamb]Ler
.Y)kf C1':.YS)YS)'-S) subject -.0 nonlizear coctric-s Though1 high

dizersiczal. it cam be solved withou- t -
4bere both GI and G0 n are 30%:W-n if t~,e conforsl -sctbecovrec ficmlties using either
zapping f :G-!{zI 11=11251) Is kO=wn- angseu-ted, lasrangiam or 'socccess!ve Tiuadrat-ic

setting

d(x.y)- c(x.y)- kf Gx.y it~J)dtdhI (5) Egation (6) is en ill-posed problem in tbe semse

twe obtai cngive iseoonieale eevLaic

d~xy,)-G,,(. y S)VS~dS(6) in the estimation of Y(S) . Zence the necessity
f~1y)0(& SvSd 6 ofIregalazizing the pcls, i.e. of picking

aman~ 1 the solutioms Y(S) which fit the data
Iv. AIGOoSIIOIC DEVEWOMUM d' within experimental accuracy, the cze-which

fits additiomal a-priori nforzatio, besgt. 1n
There are now two major problems to be addressed, the literature the additiomal information is
First a procedure was to be develop-d for the generally connected with some etr= criterion
numerical -couputation- of the conformal mapping such as the smallest, the smoothezt, the most
and consequently of the di and G1I as defined rand1omly dis tributed, etc. -bere is no apparent
in equation (6). reason for applying similar criteria, in this
Secondly equation (6) has to be solved. Being case. Instead an approach based on fuzzy sert

Fredhoin integral equation of the first type thoyi slyed. Ibis approach, which has
it is a badly posed problez in the sense of beefl described in detail elsewdhere (7], m akes
Hadamard and needs regularization before being it possible to use all the qualitative infor-

inveted 3).nation available to regularize the problem and
invertd (31obtain the-solution that, to an assigned level

A. Co',,tation of the confor-al n"on of confidence, is consistent with both
experimental data and a-priori information.

We shall use an extremum property of conformal Only a concise outline is given here. -The
maapping to carry out its numerical evaluation additional fuzzy information available is
(see (43 for the demonstration).- written in the form
let us consider the-set of mappings 8M
H. -{fI I continaus In G.11111<-. 1(p)-O. f'(P)-I) f B()

where the norz II .I1is defined as where 8, in~dicates some qualitative and / or
quantitative property of the expected solution
y. B1,:r'4A (where K is a suitable space for

11111-max If(z)I- max 11001) the set of prorerties Bs. Thus for instance K
Z CG z taG night be the set ( strong source, moderate

source, negligible source) ] and
and the norm 1.1 is arbitrary. J ,: KL
JG indicates the c-losure of G .It can be proved where L-{xlxc%.O5x:Si)
that there exists a napping Isuch that I te od ~i ujciennesi

r-Il)~c-IfII feH, function which assigns a numerical value in the
range 0 - 1 to the elements of the set K.

Thiz mapping is the conformal mapping more. complex formulations are necessary if both
f and B are sore complicated.

):G4~r).{~II~II')The case in which f is characterized by four
parameters has already been examined by the

If I~z)I(Re2 f~z).I~n(1(z)) Athor and a complete flow-chart of the
it can be proved that r-l and ] is the sought corresponding algorithm has been described in
for conformal napping detail (7].

Thus the overall identification algorithm can
J:-4 zI IIll5I) be written as

A suitable approximation to I is provided by

)(z)-W1 4 Za~w,
'.2 sub ject te

with w,-(z-Pj' and the coefficients aj can be 1 =JB(yff,.
computed from where fi,nin and fi,max are values included in(Re1f(Z')]*Irn2

f(Z,)J:STI (7 the range (0, 1) and depend on our degree of
il-mln j ' onfidence of the solution having certain

properties. Thus the theoretical and numerical
We can either choose a high value of n or divide structure has been completely outlined.
aG into a .uitable number of elements 10. such
that )G.ZOG, and use in each of then a low
polynomial approximation to I
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V. CCO;=SCVS

a zehod for itriqcoasta Comtributics
to the ererall polliotiam using concentration
seasZZesents inside closed basins has be
desaribed. Simulated data and c7enIe=nt fuzzy

csr~nshave been used to validate the data.
rare insight will- be gained fr= the use of real
data vith the possible introdmction of-general
foraybounds. -.bi-- work haa been started and is

p-esentIy =oderrmay In cur ins-tttes.

(13 Sveshnikov A. and A. 'Zi3:hncv, The theory
of funictions of coaplex variables, Xir Pub-
ushers, Yoscow (1971), p.193
(21 Bef. (13 p. 291
(33 Tikbonoy A. and V. A.rSenine, Ytbodes de
Resolution de Procblenes X3al Poses, Mir =dItors,
YNoS~od (1974)
141 Opfer G., Newl Eztreoal Properties for
Constructing Conforzal - appings, Nuoser. Math.,
32, 423-429, (1979)
[51 Hesterncs M.R. , Pftltiplier ~and gradient
nethods, J7. Optin. Theory Appins-, 4, 303-320
(1969)
[6) Locke MN., R. Edahl and A.W. Westerberg,
An isp.-oved successive quadratic progr-ansimg-
optimization algorithn for engineering design
problens, Aidit .71. 29, 871-874, (1983)
[7] Dovil V.G. - Use of fuzzy optinization
algorith-s for the solution of a class of
ill-posed problens in dati analysis, Corputers
Chen. Engog., ;4, 9, 957-966 (1990)
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COYMRL SYSTM DESIGNt IV THlE ENIOXMENT

Marko eig

h~2t iJSoUan Twitte. 51000 Linbli Jnazior 3, Ygsh#La

AB4 Is ]6 wiica vew o ontolsytem design foir'rea s,& The goal of th.e reduction is to reduce a3l te ferric components
caa is pmusetd. The wayN the design is carried cut, and proposed of the ilmenite solution to the ferou state and to consort a small

c~nsemh~iefulyaiosiid) xentayigkiydpeant proportion *fthe titiaim dioxide tothe triralent coniditiona. Thegoal
00 onnongense.e~ prmies etwen enct od apoi- is reached by th reactien with metalilirm. Titereato is exotermic

ala onhn~baxsdnoleatrexmet~eo. heddnins, and m -atransir imited. So a spit kctecholog is ed, where
whic a~ manly o d r'shood, hng ot oly n cntro thory three parallel reactors with (semiQBatcJ: chuacter(metaliciroshocld
andeslners eperise(knwlege od hiliti) lnt lsoon ech k added auid washedl evry 8 Bomrs every 8 days a reactor should

nacal, ecomatc and socoop liarexstcs of the environment =s be empied, washwed and refilled) amt ceenected and managed in a
which azisdfor o which control system is desigoed. In oppooltism to waywhich ensmresconinuons, production. The simpified technological
co systems design thefticionaltyofslaim tos~wbcharein scheme of the reduction is shown in Fist.
appscaois ecumiles, the moot frequetl used in all phases, of control Frees the input/output point of uview the reduction in F&I rep-
design, is =o nrc ontdependent from the envirommest and designer. resents a k"n of continuous stirred tank reactor. The decanttr is
In the week described aspects are discued thr-ough modeling, anal- included only to spread the input sad the recycling flow an all active
ysm and coctrol systems design for oe of several subprocesses =n the reactors The strediate tank gathers the ontpx from the reactors
factory Lhcb produesn tianiin dionide. and enables heat remoufoag with. only one cooling systemr. The reduced

Solution is taken from the intermediate tank.

IT, MIODELING
The prinsipal activity at the Department of Comsp-ter Automation

sand Cont.rol is delote to research. developmsent ad applications in Thermodel basew0as takes from the lieature /2Iwher also typical
the area of autoczati (ocmpster-hased) control of systems ad pro- assunzsption ad simpflicarions which are suitale for the iritial stage
cesses;. -Th* orientation expresses; the intention to cultivate ad ex- are described, eg. coscentrated parsameters, perfectly mixed solution,
pand knowledge is the controlfe&d, but much more the needs and the constant density, fiast order reaction. With the additional simpiica,
possibilities in ouar coissnity. Through the applicatioss we try to tioss, e g. a cylisdric forma (with a saie effactive base) of the reactors
cotribute to the developroest, Le. we solve concrete problems slow and unique reaction (the input solution reacts irreversibly to form the

sand stress the role of cosstrol systems as well as we help in forming reduced solution wsith desired concentrations) which takes place only in
staff for industry departments. the reactors, first mathematical model was; derived. It conists of three

In the paper modeling analysis and control system design for one differential equations for each reactor, three differential equations for
of 19 subprocesses an the factory which produces titanium dioxide arc the iztermediaze sanck, one differential equation for the cooling system
presned. Althonghs the full automation of this production is now- (as asd one algebraic equation for the decanter.
I am informed) my intention is not to go in details, but to discn.' As usuall) the first mathematical model did not agree enough with
the environmental aspects is rto to control design methodology the measuoremiests. It had to he improved, but corresponding physical
and simulation tools. While the mnethodology is rather specific and and chemical background was unknown The project wax time and
subjective, I believe, that described functionality for simulation tsols funds limited, so there were also very small chances to get detailed
is the inimum for coccessfsl work. information about the process, it. to repeat the measurements with

better equipment and experiments. So the modeling process relied
H,. PROCESS DESCRIPTION only on engineers reasoning and experimental approaches

With the time the equations of the first model %ere improved with
The factory, where the production of titanium dioxide is based on elements which axre related to additional nine differential equations,

the hydrolysis of snlfate solution /1/, was; built approxiately 15 years that can he reasonably argumented (e.g. two consecutive reactions
ago. But lately, the world trends towards automation which ensures and two "paxaxite reactions slower simplified model reaction, delays
better supervision and higher product quality convinced progressive because of the transport and mixing, heat transmission to metallic iron
staff in the factory to inivest in the research. Our department was and vessels, the influence of the measuremuent equipment) This engi
engaged and til now we have implemented a control system for rm netering and experimental phase in modeling was much more diMcult
mnoval of ferrons sulfate by crystallization. The neat subproces we are and lauting especially because the final model consists sf 21 parame-
studying and whith is disse in this work, ns the reduction of the tots (6 known, 7 estimated from the available data and measurements
ilmenite solution,. and 8 unknown).

in my opinion the modeling process was not iery specific for our
environment. For the initial stage of control system design, for
projects with smaller control requirements or for time and funds his-
ited projects I find such an approach quite natural. Obviously also

:J -1 differences can occur. As the designer I see some differences even in
so'- our environment. They are mainly conditioned with the en'stent mea-

suremrent equipment, the possibilities to experiment on the object and
understanding the needs for experimental results. Finally they cant
occur also because of more complex 'esons, like economic status and
valuating of the expert work.

MV CONTROL DEPSIGN

y sw Th. ahole control design WAS infuenced by the environment. At its
beginning there were two main reasons. First, the economics dictated

e. .. not to invest too much in the equipment what was a severe limitation
already on the measurement equipment. Therefore, any technologic

50-m ~ .changes were out of question, although the original factory plan differs
from the realied one (in the plan each reactor bhas its own decanter, in-

.,,% , putaud recycling flow). Secondly, the factory staff was rather content
with existent control. While at the same time, it was also burdened

Fi19. 1, Sorphied Techinological Scheme of thie Subprocs too much, it was not enough acquainted with the reduction and often
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did At think enough in the control sense. Thus, the identification to 'infrastractre the necessary elements are hiera blocks, a.-
of control goals was a hard job and could only be done through few cessible data hase for and from other CACSD tools (besides time hiso-
interviews ittensive model behaviour studies and engiees resoring. ries, trasfer fu ction and state space description also the topological
So, after relatively long period three global control goals were deved, databa) andan opeed (as much as possible) htecture to include
Le. reduced solution should have desired concentration, the speed of fi eds, p methods a sd expoiments.

production should be controlled and the temperature in the reactors i find proposed functionality in simulation tools independent from
(reacuiou tempera.tur:e?) s l be onstat, the environment-and exanpes. Xamdy, almost all descaibed funtc-

From-the control goals it can be easily realized that the ens t ional elements -wbld be" quite useful in solving the discussed and
control scheme is not quite appropriate. ISi~y, only the first global other exampes I made, and I believe also in any other control system
control goal can be satisfutorily fulfilled. 'The other two goals are dean. -
partly fulfilled by operators (set point for thelevl control in the rear-
torn; icnuences the production speed) or by technologists (set point for
thi temperature control in the intermediate tank; "indiret control' '" t a
of the reaction temperature). Naturally, such man-in-the-loop con-
trol demands quite a big skill and, in any case slower and less precise 4,
control.

In the first design step the control scheme was simply improved by , ,cs.I'
introducing a speed prodnction controller (on the baun of the produc-,.s.e
tion fow it sets thet point for the level control in the reactors) and c :
reaction temperature controller (onr the basis of the react;on tempera- kr-:oa
ture it cornects the set point for the temperature contrl in the inter-
mediate tank). This approach seemed to be very attractive because it
reaches the main goals. However, such control structure is not good
enough becruse it "neglects" the conditions in the reactors (although
the temperature in the intermediate tank and desired concentration of
the product are reached the concentrations in the reactors and reaction
temperatures can quite deviate). This is especially significant by the
concentrations, while the reaction temperatures are tightly connected
to them. So modified control structure, which is shown in Fig.2,
derived. Its main characteristics are.

o The concentration control is realzaa for each reactor separatldy. sows
" The production speed control is not needed iu the stacionary point Fig. 2. Modified Control Strudure for the Reduction

(when the desired concentration is relched).becanse the Inpnt and
output lows are the iae. V11 CONCLUSION$

" Due to the fact that output fow is not a function of the concentra- In the work a control system deign procedure for the reduction
tion in the intermediate tank but futctioi of the lev in this tank, a of the menite sol tion is prsented. It can e interesting for the
proportional controller for quality asnAnce is induded (it corrects ilmt
the production speed when the desired'onentration is not reached; ommunity which is envolved in the automation of the titanium dioide
it should he dominant se er the proeuction speed in notachar prodUction. However, th; main stres of the work is given to the

s nostaiosy environmental aspects that influence the control design procedure.situations). In the Department of Computer Automation and Control we try to
The reaction temperasure control is the same as in the first design cultivate, educate and expand control komledge in our environment
step- where too small attention was devoted to control problems in the past.

We realize this intention mainly through concrete applications where
Simulation results show that zl global control goals as well as the not only the gap between theory and praxis should be solved but also

desired concentration in each re-,ctor can be satisfactorily reached. Tn several environmental effects should be considered. The status in the
deed, some problems with the reaction temperature remain (thereexist industry, like approaches to project management, funds and control
three controlled variables and nly one control input, i. the temper- knowledge, has quite a big influece on the control systems. This fact
ature in the inti-imediate tank), but they are less critical because the can also be confirmed by several control systems which have been im-
concentrations in the reactors are under control. If the modified con plemented in our factories. Namely, the systems often do not function
trol structare will proofitself in the reality, the only arguments against any more (the desired behaviour can ot be reached or they are even
it could be of the environmental character, i.e. problems with the ac- put out of the function) or thej are not quite actual nowadays (ike
ceptanee (eg. familiarity and the necessity for handling two different, in the example where original control structure does not consider the
ie. computer and hardware control concept). production speed as it was probably not so important in the past).

V. SIMULATION TOOlh The paper gives also a view to the fysetionality of simulation tools
used in control system design. Described simulation capabilities are

For the modeling and control design procedure our simulation tool quite independent from the environment and concrete problem and
SIMCOS /3/ was used. It is a CSSL based simulation language which can be understood as a hint to tool designers as well as to potential
is permanently improved with some nonstandard options, hke features users.
that make the language closer to hybrid simulation, features that en-
able simulation of digital control systems and simulation in real time. R EN

With no regard to the interactiveness (which is not so important for
experienced users) a good simulation tool for control s)stem design Ili Barksdale, J. (1966). TITANIUM - Its Occurrence, Chemistry
should he as functional and fexible as equation oriented simulation and Technology. The Ronald Press Company, New York.
languages are. Besides this fundamental demands, which are fulfilled /2/Luyen, W.L. (1973). Processo Modeling, Simulation, and Con-
in several simulation tools, some others elements are necessary. In trol for Chemical Engineers. McGraw-Hill Hook Company, Now
the field of methods such elements ate real time simulation (including York.
possible link with the "foregn objects, i.e. with the process for vet-
ification of control strategy or with the computer control system for t3/ Zpantj, B , D Matko, IL Karb. and M tega (1987) SIMCOS
verification of control system), optmuzation, curve fitting, ineanza- digita saimulation language with ybrid capabities. Proc 4th
tion and parameter studies. In the field of functionality which belongs Symp. Simlationstechnh, Zlrich, pp 205-212
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APPLICATIONS OF GAME THEORY IN LEGAL PROCEDURE OF COURT

Prof .N.K.HIPPARKAR
B.P.Sulakhe Com=.College, BARSHI,
Dist.Solapur., Maharishtra. (INDIA).

ABSTRACT Legal Procedure of Court is shown as which are more important for his client benefit.a game theory probleni with- Plaintiff (Complainant) In court procedure,-we have-
and Defendant (Accused) as Players. Different 1. Two parties which are treated as players;
witnesses, courses of actions, their move? etc. are Plaintiff (P) and Defendant (D).
taken as the strategiesfor these.player. .By defining 2. Both these parties have conflicting interests.
the variable laij', we get the 1ay-yoff matrix. We 3. Each party has a finite set of moves-i.e. finite
solve the game by using any-ofe*of the methods. And set of strategies.
on the value of the game. 'the~jndgemnt can be passed 4. An issue in favour of P is considered as anissue
accordingly. against D and vice-versa.

1. INTRODUCTION Here we assume player P as a maximising player and
A game is simply a set of descriptWerruies..A player D as a minimiiing player; thus player P

play of the game includes every-particular instance-in wishes to m~xnn G(xy) and player D washes to
which the game is played from begining to end. The minmax G(x.y).
participants are -the players. A game -consists of a 1 2NOTATION AND DEFINITIONS
sequence of moves of the players, whnle a play
comprises a sequence of choices made by them. The Let strategy sets for P and D be denoted by x
decisive step in the mathematical treatment of games and y respectively. We define the utility-matrix as
is the normalization achieved by-iot~oduction of pure follows.
strategies. A pure strategy is a plan formulated by a D
player prior to the start of a play, which covers all 1 2 J n
of the possible decisions which he-may face during [ aany play permitted by the ru1les of te-,g -n. The all -al -'i

expected course of a play is thereby completely 2 a21  a2 2 - - - 2 . a2.
determined by the selectionof a pure strategf-by each A P
player in ignorance of that chosen by any other I a l ai2 - J - - ainplayer.•

Zero sum two person games are played by two to a

players and what one player wins, the other~loses. A L ml m2 m
zero sum two person game with a finite number of pure where
strategies can be-described by an mxn matrix A a a11  is the utility for player P when P
(a where a,, is the payment to player I by player chooses his ith s and selects

I if I chooses his i
th 

pure strategy and II chooses 
1th strategy.

his Jth pure strategy. Instead, during repeated plays (I a 1,2,--- m; J u 1,2, -- n)
of the game, he can be better off by mixing his m, n are possible strategies for player
various pure strategies randomly, but with chosen pand for player D respectively.
relative frequencies. Subsequently, a passage from Conventional game theory problems are either to
such a 'sample' of plays of the game to the underlying search for a saddle point or use of mixed strategy
population reveals the notion of a mixed strategy method for selecting different strategies for different
(mixed actions) as a probability distribution over the players. In real world problems however, the entries
set of pure strategies. Mixed strategies for I and I in the pay-off matrix are linguistically and
will be denoted by x and y respectively, where qualitatively defined. In legal procedure the case is
x s (Xl, x2, - - - xm), y e (y1 , y2 . - - - y); the same. In these type of situations it is necessary

to model the problem with an imprecise pay-off table.
So for all I and yj o for all In legal procedure context, to construct the utility

with Txi l iy matrix, one may take help of the previous records
Whhen I plas a mixed strategy x and 1i plays a and experiences.

mixed strategy y, the expected payment by I1 to I is As a particular case, here we redefine the
G(xy). variable ai1 as follows

All discussion of zero sum two person games all l 1, if an issue is passed by the magistrate
starts from the linimax theorem which assertst

mpmin G(xy) I m mn G(x.y) in favour of P,

The unique minimax value of G is called the when P adopts I
th 

strategy and D adopts
value of the game0 A and will be denoted by v(A). Jth strategy;

Mixed strategies x and y such that aii a 0, if an issue is crossed I.e. effect of ilth
5 trategy of P is nullified by the

G(x ,y)>,G(x,y ) for all mixed strategies x and etrategy of D;
y are called optimal or good strategies for player I and all -I if an issue is passed against P. i.e.
and player II respectively. passed in favour of D.

II. LEGAL PROCEDURE : A GAME THEORY PROBLEM In this manner, we can obtain a utility matrix
I.1 INTRODUCTION : In legal procedure of court we and it is treated as a pay-off matrix as in a usual
can make use oT -Game Theory'. By this approach the game problem.
legal advisors and magistrates may have sound and After obtaining pay-off matrix, we can solve the
mathematical base in the course of formulating the game by using any one of the methods. Let v(A) be
judgement. Sometimes judgement is on discretionary the value of game. This value, v(A) will be very
powers of judges and it is possibility of confusion for useful for magistrate in coming to judgements.
them. But, I hope, if we apply game theory approach Magistrate may have the following different
for court procedure, judges may have easier and sound alternatives depending upon the value of v(A)
base in passing the judgement. Also legal advisor may I) If v(Al) 0. the judgement is passed in favour of
give more stress on certain point to prove the issues P i.e. plaintiff wins the case;
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i) If v(A) = 0, the decision depends upon the Defendant
discretionary poier of judge and " 2 3 o min.

112) If v(A) < 0. judgement-is passed-against the P
and it will be in favon, of'D I.e.- Defendant wins1 1 (0
the case. 2 I 1 0 1 ()

111; REMARKS Plaintiff 3 1 1 1 1 (1)
Here it is seen that the pay-oftmatrix-A has only 4 1 0 1 (01

three types of-elements viz. -1.0 and -1. It implies 5 1 1 1 (1)
that all strategies have equal effect upon, the decision
of magistrate. But it is seen that different strategies column. max. (1) (I) (1) (1)
may have different effects upon decision, e.g. 'some Here max. (Row mi) = max mn (a -) =

evidence, witnesses, situations, acts. etc. 'are more and mln (column max.) = min max (a I
powerful than the other. To take into account this
fact, we may use mixed strategies. Different Which implies
strategies may be selected with different max. min (a min mix (a) I
probabilities. If a particular strategy is more ( 3 i) iJ
powerful in relation to decision making, then one may Hence, the game has pure value v(A) = I.
assign higher probability corrosponding t; It. And, it is seen that v(A) ) 0

This approach is also very helpful to legal Hence, as per our criteria the judgement is passed in

advisor in proving his client's side. He can find out favour of plaintiff i.e. in favour of lMr.Dattatraya

the more important strategies for his client and can Nagnath Chikhale and then decree is passed

give more stress on the same to prove his point. Also, accordingly.

it is assumed that V. REFERENCES
and D are finite strategy sets x and y for players I. Black-well, D(1965). Discounted Dynamictwhich is obvious otherwise there Programming, Ann.Math.Stat., 36, 226-235.

will not be an end to the case. 2. Flar J.A. and Raghavan, T.E.(1988): Algorithms

IV. CASE STUDY of stochastic games, mimco.
For an illustration, let us consider the case. The 3. Klein, E and Thompson, A.C.(1984): Theory of

reference is as follows : Reg. Civil suit No. 126 of correspondences, including applications to
1981. In the court of Mr.M.H.Balg, mathematical economics, Wiley-Interscience

B.Sc.(Hons) LL.B.Ii Publication, John Wiley and sons.
Joint Civil Judge. 4. Maitra, A and Parthasarathy, T(1970): On

J.D.Barshi at Barshi I Ex.No.41. Stochastic games, J.O.T.A., 5, 289-300
Dattatraya Nagnath Chikhale, Age 55 Plaintiff 5. Parthasarathy T. and Singha, S(1989); Existence

Against of Stationary equilibrium strategies in non zero
Navanath Rama Kumbhar, Age 40 years Defendant sum discounted stochastic games with uncountable

In this case, Plaintiff and Defendant had state space and state independent transitions, lot,
following different strategies. Jour., Game Theory, 18, 189-194.
Plaintiff's Strategies :
Sr.No. Description of Strategy .....

1. ;Jvnership of suit site
2. Possession of suit site
3. Ownership in tree
4. Raise of obstrution by defendant
5. Permission from municipal corporation to

cut down the tree.
Defendant's Strategies .
Sr.No. Description of Strategy
I. Tenancy
2. Right or interest in tree on suit site
3. Possession of suit site
4. Plaintiff obtained the permission to cut

down the tree by misleading the
corporation.

With these strategies and opinions of Hon.Judge, we
obtain the following pay-off matrix.

Defendant
1 2 3 4

I I 1 0 11
2 1 I 0 I

Plaintiff 3 1 I I I4 1 1 0 1
5 1 I 1 1

Solution of the problem
-We-- he game, whose pay of matrix Is given

as above.
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Subruties; 02L, H ILCH03LC. he ormof the
Fortran Codes-fok Cormputing the' Discrete threer Fortran subroutines are listed in this section The quantities

'that the sirui ueaedtrie yrpaigrb hHelm oltzInteral peraorsappropriate element, p by the sunit function and G by the appropri-
ate Green's fusnction in (2y-(5). Results from the application of these

S. M: lKirkup subroutines to test problems are gives in the reference.

.......... ..................... ;........................................

Addres. Department of Mathematics and Computer Science, cm=-~ira tho~e Sii.. ie.. oe ne- e. I-ioisi
University of Soford, Solford, UK. I is rotor.e IXh t .-. l )

Abstract. In this paper Fortran Subroutines for omIputing the ' .itvo his re tn o-'
discrete form ofthe Helmholtz Integral Operators, for tiesdimensional, Soesne seeere-ooassia~eersi oeoar,
three-dimensional andi three-dimensional aisymmetric problems are Mer i itit55Sssv5ss
described. The subroutines are ulseful in the solution of Hlelmsholtz 'Xn~i X.lna

problems via boundary element arid related methods. COtiTE i(eS x.me.5m
s rolarnuetsvso

Introduction The Fortran subroutines described in this paper ves In,. _reIv , en ;* sv Ievriamoinesa ex.
are useful in the implementation of integral equation methods for the ., ee aenn.srsis
solution of the general two-dimensional, the general three-dimensional sestc.-sita.
and the anisymmttric thre-dimensio'iol Helmhotz equation rQ'% snuso1q~ar 11nt essor, ves n

_nuns t=ns?, ,nta 1.o ccitsa. etsn rs iiss

Vtr4p) + k pXp) 0n ( 2111 v 1st ,u oiclCxs-ues.tol*I. 1 ~
......................................................................

which governsp in a given domain and k is a complex number termed ......
the uvavenumbler. The subroutines compute the discrete form of the.................... ens.e.by.s.v.. rm, ~ rn
integral operators Lk, MAf, Mk' and Ni. that arise through the applies- I.sebesi.eeee.e .nvt nor n -5~sn

tion of collocation o integral equation reformulations of the Hlelmholtr fo.nsini sruti nn~veeev-neee sr en.

equation. Epressions for the discrete integral operators are derived lneior t eot ees.

by approximating the bouindaries by th~e moot simple elements for each seurut"C.n.ms

of the three case. The elements are illostrated in the figure. x.QWO,.~o'1 DMD Dtx

0nree tsr- .Iy- -ese )

nae rorasettr, to eno sasnoutios

streagt it-r siset ?teei.slr *.-e 5t. 5t col. .1e-te co. ee.Pi e t m rsi. vest taut. c ns

The subroutines are Earned 11O2LC, 1103LC and 1103ALC and vest W K'e
the parameters to the subroutine take the following form:....................................
SUBROUTINE HO 2/3/3A LC ( . usseeuiiee ensure er sescese s.*iesne*. * .n **" sees
Wovensmules (grayc oemplex), Isis eubroetlee nn"-aiol ens Oise1131 me or 55e 5.dieeesines
Point (p and the unit normalt ip assorsated wirh ps), :,y-i .. Ii~~ ohh is.a oat.. .
Gomretry of elevent (rertices wrhich define element and unit nsormal), siti,- nf ecirnui .uis

Qud~rtuve rule (absdanrae and wreights for computing integral), no5 submtenui has t50 froe
Choice of discrete fore required (Lk., A, AIk' and/or Yk), SoouIeteici.K sm9uusinuoon.
Answers (the values of the chosen discrete for-en) . 0sQo~iQoowhT.0

The Helmholtz Integral Operators. The Hlelmsholtz integral Co-is es il iOt uieu ee
operators are denoted Lk, MA, AllI and Ns and they are defined s 5 airi ttei
follows: ecet Cr5. tinur 50, Istever utesso. ivieer 1,11rs. logical MMer

(Lkp) r(p) crJ Gs(piq) js(q) dSe, (2) vur soesunnte

(MAfk)(p) s J (p,q) p4q) dS1 , (3) 1eet A5TiV 17) i1eii~im. 1ois nsIrQt.

on eest sisre.. IDSIV.%DS. IWsn

(Asi 0~p s-. j G5 (p,q) p(q) d5i, (4)
&n, r A cknowledgement. The author is grateful to his colleague Dr.

~ BC S. Amini for his advice on this work. The author is sponsored by a
MAMPrp) ii -- / -

4
(p,q) p(q) dS,, (5) SERC - Admiralty Research Establishiment grant.
On, / Ontem rk. The ouhroutines in this report are available through

where r is a surface, ni, is the unit outward normal to the bourdary written request to the author.
at q and pu(q) is a bounded function defined for q 6 S. The vector n, eeec. S Kru 19) o-es oe o opt
Is a unit normal associated with p. Gk(p,q) is the free-space Green's Rernc.SXI iku(19)FotaCdsfr mp-
function for the Hlmholtz equation: GA(psq) = n 0((r in two Ing the Discrete llelm-holi Interals Opeesalov. Rteport AICS-9O 09,

Department ofi~athmatim and Computer Science, Usiversiry of Sal-
dimensions and GA(p,q) m Iu three dimensions where r= IrJs ford, UK.
rs= p - q and i s the unit imaginary number.
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STABILITY ANALYSIS/IN AERONAUTICAL INDUSTRIES
St~phine Godet-Thobie

,CERFACS
42, Averne Gustaee Coil

31057,'oulouse Cedex

Abstract- In this paper, weconsider alarge-scalenon.symretric following algorithm, using a given vector u. The projected Hes-

problem that oc"urs in structural mecha'nics co'iibined with aero-, senberg matrix H, is obtained at the same time.

dynamics ; e preient in particular the Ar noldi method xise in r

conjunction with a Chebyshev iteration t&hnique, foicompiting Given = I '
a few eigenvalues of a large real n6n-symnetrie ntrix (ordered for) = I to m compute,

by their iiiiagin'y parts) and their assoiiated eigenvetors. The h, VA, where h = (hki... h,)
work we report has been conducted at CERFACS in ooperation z) Av, - VV; At, = (I, - VV; )Av,
with AEROSPATIALE Aircraft Division and IBM Fi;ce svhose h!+, 112,11
supports are gratefully acknowledged. =

Introduction end h$+g'

Most of the large-scale nonsymmetric eigenvalue problems that

arise in various research or engineering fields like mechanics 0r This iS an implementation of the Gram-Schmidt algorithm at
aerodynamics are related to the stability analysis of a physical the step .,, the vector Av, is orthonormahsed with respect to the
system. At present, the matrices that appear in the largest al- columns of V,. It i. well-known that the Gram-Schmidt process
culations arise through-the study of evolutionary problems like can become unstable if these vectors are almost linearly depen-
the Navier.Stokes eqi.tsons or the differential systems arising dent. This phenomenon, which also appears in other methods
in structural dynamics. As an example; the modelling of the can implies mcorrect eigenvalues appr imations, by intividucig
behaviour ef a plane in flight leads to a dsffereitial equation in, spurious" genvalue during the computation. We avoid this
time, which is then discretised by a finite elemeni method, Thie difficulty by using a recursive algorithrm with iartial reo'thogo-
computation of the modes of this physical system yields a non- nilisation [13] Since the dimension m of the Krylov subspace If.
symmetric eigenvalue problem of the form. is kept relatively small (< 1500), a standard procedure from LA-

Ax m \ze, where A e Mi,,-(R), A E C and X C C', PACK is used to compute the eigenvalues and the eigenvectors

where the order of the matrix A can reach 5 X 1W. of 1Im, denoted respectively by As... 1,,_ and by 9i ... 19. We
1 Whsy cam nonsy ietric problems-be then formAhe vectors 1, = V,,, which are approximations tothe eigenvectors of A associated with .5 (for I _< i :< u). The

difficult ? normed residuals satisfy the relation

Tie matrices arising in stability stiiaics are often non.normal,
A large departure from normality IAA" - A*AIIF leads to an JJAO, - .,iSd h,+,,dr!f,, where e. = (0,.. ,0, 1)T.
il-conditioned eigenbasis which is always extremely difficult to Although they ale mathematically equivalent, we will ee n se-
compute. The matrix under consideration may also have multi tiou 3 that the duea and the Ainoldi iesiduals respectively de-
pIe or defective eigenvalues. Such eigenvalues are not necessary fined by
ill.conditioned, bt the'calculation of their eigenbasis requires
special methods like the block.Arnoldi or the Newton method -IAd , - ,1, and , ,

ill. When a few egenvalues and eigenvectors of a large nonsym- ll-I [r+ ,
metric matrix A are required, one can use a projection method may not have the same numerical behaviour.
on a Krylov subspace like the Arnoldi method or the nonsym 2.2 The iterative Aritoldi-Chebychev method
metric Lanezos method. The spectrum of the reduced problem
is an approximation to a part'of the spectrum of 'he original Let a denote the set of the r wanted eigenvalues. Let r denote

probtem. matrix, which is interesting from the point of view of the set of the remaining unwanted eigenvalues The spectrum of

storage. The Arnoldi method Is more stable numerically, but 14 Is Sp(l) - 0 U i The r desired eigenvalues can be either

produces a fllssenberg matrix H, whose storage increases the the dominant eigerivalues, or the r eigenvalues with greatest real

memory required. Ilowever, if the order of H is kipt moder- or imaginary parts. The iterative Arnoldi Chebychev method is

ately large, the storage memory may not be overwhelming. In an hybrid algorithm, first proposed by Saud [6] The incomplete
order to retain good numerical stability psoperties, we propose Arnoldi algorithm is Aestarted with a new mector of the form
a procedure based on the Arnoldi method with partial rorthog- zi, p=(AAzo (where pk is Chebychev a polynomial of degree
onaisation, combined with a Chebychev acceleration technique k - 1), in order to iincrease the rate of convergence of the r
[2] [6], eigenvectors ., associated with the set o. These vectors can be

2 The Arnoldi-Ciebychev method with associated either with the r dominant elgenvalues, or with the r
reorthogonalisation igenvalues with greatest real or imaginary parts. The vector to

is taken as a linear combinatioit of the r vectors i,.
2.1 The problctn of the loss of orhogottality lBecauset the three terms recurrence satisfied by the Chebythev
Let us recall the incomplete Arnoldi algorithm. If A denotes polynomials, the computation of the vetoi zk is not expensive
a real or complex nonsymmetric matrix of order n, we seek a in terms of an arithmetic operations count.
rectangular n x es (es : n) matrix V, such that VAV = 3 Numerical results
1,, (where 1, is a Ilessenberg matrix of order es) and VV We use the following notation
is the identity matrix of order n . the columns vi, v of * k is the degree of the Chebychev polynomial.
V,,, form an orthonormal basis of the Krylov subspace K,, =
spaniel, Cii...,A"-Iv}. This basis is built recursively by the~1984



i i is the dimension of the lKrylov subspace, i e. the order la
of the projected flessenberg matrix H-,700.I

*n is the order of thi iatrik A,
6 r is number of required (santed") eigenivals (contained OX0

in theseto)=
* An Aruoldi.Chebychev'step (abbreviated, to:AC step")

denotes thecomputation of a Hessenberg matrix )7. in
the restarted Arnoldi algorithm.

The following example comes firomwa model of a plane in-flight.
The interesting modes of thiivsystem are'described by complex '11w 17
aerivalues whoie imaginary parts liein a frequency range chosen
by the erigieer. We demnonstrate results for the computation of
eigenvalues which have the largest imaginary parts. The matrix
A is sparse with a block-ntructure. For large n, the matrix10 20NoQ 50;'01 S 90Io

has many maltiple and possibly defectiv-e cigenvalues. Figure! 1I
shows the general form of the spectra of these msatrices - such igra:Dpruefrmnraiyo h Ar arxwt h
spectra ame typical in stability analysis. The Arnoldi.Chebychev order of A variable from 90 to M2 with Nis ~all an

___________________________________ N2 = OAAO

Arcs example on Convex C-220 (k so 200 mn = 20 n .o 2000)
Eigenvalue AC: Residuals C (PU time

index step Arnoldi direct (s
1 1 0.731 -*01 0.731 D-01 0.69is
2 0.193 D+00 0.193 D+00

1 j2 0'O305 D+01 0.305 D+01 0.67
0 3 233 D-08 U0.15D07 0.75

2 0007 D-07 0 481 D-05 5

Tabte 1. Aero example on Convex C.220 with parametersk
200, mar=20, n .2000 and r = 4 i

method is found to be very efficient when the order of the mna,
trix is approximately less than 2000. Table 4 shows somne results io'-- n o i n is 5 s
for a matrix of order 2000 with a ratio M - and r - 4, and
where the stopping criterium is defined to be an Arnoldi residual
less than or equal to 10-1. In this case, we note that the direct Figure 3: Arnoldi residuals for the first Arnoldi.Cebychev step

and the Arniolili residuals still agree. Unfortunately, when we with the parameters k= 200, Mo = 00, n o 0000, nd r =4

increase the order of the matrix, wve obtain unstable results - conclusion
neither the Arnoldi residuals nor the direct residuals are correct. Teaoeeprmnsd osrtethat the departure from
Note that the departure from normality increases rapidli with nomality Is an essential paramtter when computing cigenval-
the order ns, as shown on Figure 2. The eigenvalnin are sorted unoofonymtimarcsFuhewrkibigcrid
by decreasing imagilory part and are represented by their in- out to understand the instabilities described above, notably the
dex on the horizontal axs, The Arroldi residuals that take the study of the departure of normality as a function of the order ns
value nero (at machine precision) are not plotted. The tin.rero
Aenoldi residuals are plotted as functiions of the eigenvalues, in- References
dex on the vertical axis. When ns = flOO,m so 800 and k =o 200,
the direct residuals are also roughly constant (order 1012), whilst (I) F. Chatelin. Valears psopres de mutesces Msasson, 1988
the Arnoldi residuals have a very oscillatory behaviour as shown (21 F. Chatelin D. fl and M. Bennani. Arnoldi-Chebychev

on Figre 3.method for large scale nonsymmettic matrices. Math. Mod.

and Sum. Anal., 24:53-05, 1990,

(31 L. Kaufman J.W. Daniel, \V.l. Gragg and G.W. Stew.
aot. Reorthogonalination and Stable Algorithms for Up-
dating the Gram-Schmidt QRk Factorization, Math. Comp.,
30(136)-.772-65, 1970.

(4) Y. Sand. Chebychev Acceleration Techniques for Solv-
ing Nonsymmetric Esgenvalue Problems. Moath Comp,
42(166) 567-88, 1981.

Figure 1: The spectrum of the matrix Aero for is 1500
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PIIYSICAL SPACE REPRESENTATION or S9ECTRAL-ENERGY TRANSFER
IN HOMOGENEOUS TURBULENCE 4

J. ANDRZEJ DOMARADIKE AND ROBERT S. ROGALLO, ALAN A. WRAY
University of Southern California NASA-Ares Regearch Center
Los Angeles, CA 90089-1191 U.S.A. toffett Field; CA 94035 U.S.A.

where NPQ is (3) calculated with 6ne of the contributing velocity
Abstract-Direct numerical simulations of homogeneous turbu- fields truncatei to P and th other to Q. Details of such calculatios

tence are used to analyze energy transfer among scales of motion is are provided us 12]. For homogeneous turbulence the regions P and
spectral space.' A physical space represertation of such a spectral Q are usually chosen as spherical wavenumber bands. Similarly trun-
energy transfer is devised and applied to the analysis of an eddy eating velo city u,(k) in (4),to asphencal shell K results in a quantity
viscoslty with a shuns spectral cut-of. TQ(k) which, after averaging over K, is interpreted Ps the energyw a ttransfer to the band X resulting from nonlinear interactions of scalas

lIntroducton in , with scales in V and Q.

Statistically homogeneous turbulent flows are conveniently repre- 3 Interscale Energy Transfer in Physical Space

sented in spectral (Fourier) space. In such a representation dynami.
cal inpurtant, eleznentary nonlinear interactions involve three dis. Inverse Fourier transform, signofied by tdde, of N,(k) is the sum
tict modes with their wavenumbers foreung a closed triad. Under. of the convection and pressure terms in the Navier-Stokes equation
standing these interactions is of paraniount importance in the theory in the physical space coordinates
of turbulence since essentially all turbulence closures rely on assump. ,, s )
lions about the nature'of the nonlinear interactions. Recently, using (5)(x) = -i, x)- - ".f." (5)
results of direct numerical simulations (DNS) Domaradzk! and Ro
goln [1) [21 analyzed the energy transfer in homogeneous turbulence. Similarly, using A , '(k) we can define its physical space coun-
They concluded that beyond the energy contaimng range the energy terpart Z'Q(x) as well as tK

7
Q(x) which is the inverse Fourier

was transferred among scales of motion similar in soe butithat the transform of ,.
5

'(k) truncated to the band K. fVP'(x) car be
interactions responsible for tis local energy transfer were nonlocal interpreted as the contribution to the rate of change of the velocity
in k-space. The importance of such nonlocal triadic interactions in field fi,(x) at a point sc made by the nonlinear interactions involving
the evolution of turbulent flowrs has been confirmed by Yeung and modes from the bands P and Q. Note that these interactions influ-
Brasseur [31 who also Provided analytical arguments (41 supporting ence all modes k which can form a triangle with two other modes
conclusions drawn from DNS. such that one is in P and the other in Q. R,1

5
(x) represents a con.

Despite the usefullness of spectral representation as a theoretical tnbuton to the rate of change of 0,(x) which is made by all modes
and numerical tool in turbulence research, various quantities (veloc- from K interacting nonlinearly with modes in ? and Q.
ity, energy, vortcity, etc.) in the physical sace often provide a more The rate of change of the turbulent energy e(x) = (x)fi.(x)
natural description of turbulent flows. Thus it ls of interest to have at a point x caused by the nonlinear interactions is
the physical space representation of the nonlinear transfer processes
that dominate t,€ spoctul space dynamics. One such representation ) = f(x)tn(x). (6)
has been proposed by Donaradzib et al. [5). In this paper we discuss ot
other possible ways of representing detailed spectral energy transfer Our goal is to decompose (6) into contributions from the interac-
In the physli space. tjons among modes from predefined wavenumber bands XP, and Q

i e. to find a physical space counterpart of TKK$(k) which Itself is
2 Interseale Energy Transfer in Spectral Space the result of such a decomposition of the transfer T(k) performed in

the spectral space. Despite uniqueness of such a decomposition is the

The equation for the energy amphtudes Ijt(k)[
r 
= Itt(k)u,(k) spectral representation, the procedure is ambiguous in the physical

Is: space. Possible definitions are:

F JukJ 2k!ukj Tk (1) 11"e(x O M fs ( sc), (7)

where u,(k) Is the velocity field in spectral space, with the ex. .sC (5 ) = f(x)l'(x), (8)
plit dependence on time omitted, the asterisk denotes complex con.

jugate, v is the kinematic viscosity, and T(k) is the nonlinear energy 2 0X5
0
0() = ,,(x)R '

0
(x), (9)

transfer
where f, (x) is the inverse Fourier transform of u,(k) truncated

T(k) = Rc(u (k),(k)). (2) to t band K.

In the last eqortion N,(k) is the nonlinear term is the Navier. Function T !(X) is a straightforward counterpart of TXPQ(k),

Sto elts equation with a product of fi and &PC taken in the physical rather than in

the spectral space. flowever, since u,,(k) vanishes outside K, the

NA(k)=(-i2)P (k)f dpu(p)u,.(k- p), (3) multiplication in the spectral space implicitly truncates N."O(k) to
the same band so that Txv'Q(k) expresses transfer to the modes in

K only. In tf'i(x) the effect of nonlinear transfer to modes outside

where tensor P4,.,(k) accounts for the pressure and incompess- K is present in the term R.
ibdity effects. The summation convention is assumed throughout. An explicit truncation of &P(2(k) to K and multiplication by

Detailed energy transfer to/from mode k caused by its interac- G seems to rectify this problem resulting in (8), The drawback of

tions with wavenumbers p in a prescribed region? of the wavenum- tins definition is that it does not satisfy a natural condition'

ber space and q = k- p n another region Q is TXQ 81W (t)

T,'1(k) = R(u*,(k)N,2(k)) (4) 19860 

(x0
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rhich is satisfied by both (7) and (9). Acknowledgments.Work of one of the authors (JAD) was sup.
Function tl" 2(x) may be interpreted as a fraction of the rate ported by the AFOSP Contract No. 90-0300 and by the NASA-

of change of the total energy e(x) due to variation of modes in K as Aines/Stanford Center for Turbulence Research.
they are affected by nonlinear interactions wlth'modes from and

Thus none of the above definitions is an exact counterpart of the

spectral transfer 2.X$'O(k) but (9) is~the most appealing caudidate. IN
An interesting special'car, is obtin&l by dividing i wayanumber

space i to two disjoint regiont K (k 5k,) and P (k > k,). Quantity ,3

provides a physical space representation of the rate of change of-
S energy of lage scales (k k,) due to their nonlinear I~teractio . C. "

through wavenumber triads which have at least one of the legs-in the
region ?.: This is precisely the eneigyiransfer process which is the,
subject of the suhgrid-scale modeling. e(

,We hove computmd transfer functions (7) ad (11) for the statisti.
tally Isotropic velocity field obtained in direct numerical simulations
performed with a resolution of 128

S  
odes (maximum wavenumber . -

k = 64). The low wavenumber band Q remains always fixed and Is 2"
chosen to cov. . the entire energy containing range (0 < q < 10). Fig. o
ure I shows one plant friom the full transfer (7) repre.a ing in the a *

physical space the energy transfer t; eddies in the band 23 < k < 28 A,. j
caused by their interactions with eddies in the bands 20 < p < 25
and 0 < q < 10. The transfer function is spatially Intermittent and Fig.. Energy transfer in physical space 2 .

P
" for 23 < k <

is predominantly positive, indicating a flow of energy from the larger 28,20 <p < 25,0 < V < 10.
scales p to the smaller stales k.

We have attempted to correlate thisphysical energy transfer with
a number of simpler quantities (rate.of.strain, dissipation, energy, . *. -
etc.) calculated from the velocity field truncated isn such a way as to
contain only either large or small scales. We found that the energy of .
the velocity field truncated to large scales 0 < k < 10 correlates very
well with the energy transfei among small scales shown in figure 1.
Correlation of other calculated quantities with the eaergy transfer, -
notably~the square of the rate.of.stran tensor, was generally much , 4 1
worse. Therefore we conclude that the energy transfer among small I.Tn

scales ocuts mostly at those phylical locations which contain large .... ___r

amounts of turbulent energy rather than at the locations of high
strain sate, an unexpected result. Indeed,,until this paradox is re.
solved, we can not be confident that the par ticular measure of energy ' j -, - '

transfer that we ive used is the appropriate one. -cl e
We have used formula (11) to calculate sugrid.scl O en.

ergy transfer for the' sane field with the cutoff wavei,umber k, n 10.
A plane from the full SOS transfer field is plotted in figure 2. The
transfer is charatterisedby the preseoceofhoth negative and positive
regions. These indicate energy flux from and to the large scales re- ' O <'
spectively due to their interactions with the smaller scales. Standard '" - .
subgrid-scale eddy viscosity models predict transfer in one direction Fig 2. Subgtid scale energy transfer in physical space Tsos(xk k)
only, from large to small scales, for k c: 10.
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TWO-POINT CLOSUREEQUATIONS FOR ANISOTROPIC TURBULENCE

YUKIO KANEDA
Department of Aiplied°Physics,.Nagoya University,

Chikusa-ku, Nagoya 46401, Japan

Abstract A discussion is made of a method which in which 4(x, ts) is the velocity at time s of the fluid
may economize4he computation to solve two-point elementthat was at x at time t, and let Q,k(k)
closurd equations for anisotropic turbulence. A meth- P,(k) Qk(k) where P,,(k) = 6,1 - kk/ 2 ,

od based on generating random fields to evaluate a
certain wavevector integral and a time interaipe I ~ (U)= 2)
sented The use of Gaussian fields for the f'inaer prehas O(k, t,t') = (27j)

- D  dDrQ.,(x + r,t,x, t')e- k

been so far foundto yield a satisfactory approxima-
tion when applied to a closure equation for two di- D is the dimension of space, andwe use the summa-
mensional Navier-Stokes(NS) turbulence, tion convention for the repeated indices.

Inthe LRA, the evolution of the single-time moment
1. INTRODUCTION Q;q(kt;t).obeys

Among attempts to construct a statistical theory of 2
turbulence in teims of low order moments, there are + 2vk2)Q,(ktt) D.,(kt) + D,,(-kt),
approaches based on renormalized perturbative ex-
pansions, Some of the so-called two-point or spectral
closures thus obtained have been found to be in good Dq (k, t) dsT.j,(k,t, s), (1)
agreement with experiments.

Although these closures are in principle applicable A
to a wide class of turbulences, there are algebraic and 2"(k,t,s) =
computational difficulties in solving closure equations
applied to realistic anisotropic turbulences. One way pq

to make closures more accessible to a wide class of X {4M&c (p)G,b(p,t,)Q.,(q,t,s)Q,.(-k,t,s)
turbulences is to develop an efficient method to solve - 2Mo (k)G,(-k,t,s)Q,,(p,t,s)Q,,(q,t,s)},
such closure equations.
We present here a method based on the evauation of (2)

integrals by generating random fields. We apply this Ahmn(k) (i/2)[k.P.n(k) + k4i.(k)I,
method to the Lagrangian renormalized approxima where v is the fluid viscosity, to is the initial time,
tion (LRA)[1. We confine ourselves here to the equa- the symbol Z a denotes the integrals over p and q
tion for single-time moments in the LRA. The struc- Ite to
ture of this equation is essentially similar to those in satisfying k = p + q,
various closures including the direct-interaction ap- Q,,(k,t,s) = Gjm(k,ts)Q.,(k,s,s), (3)
proximation (DIA)[2], the abridged - Lagrangian -
history - DIA31, and the local-energy-transfer the- and G is the so, called Lagrangian response function
oryj41, and the method discussed here is in principle We omit here writing the LRA equation for G, for
applicable not only to the LRA but also to these clo- which the reader may refer to Ref.1.
sures.

III. MONTE CARLO METHOD
II.EQUATION FOR SINGLE-TIME MOMENTS

Let us consider the evaluation of Ti defined by (2),
The LRA is a two-point cloc-er approximation ob- for given Q and G. Let be a Gaussian random field

tained by a simple truvcation of Lagrangian renor- with zero mean and covariance
malized perturbative expansions, and is free from any < s ) p,
ad-hoo adjusting parameter. The LRA has been so far < &5) >= 6k+pQ,(kss),
found in good agreement with experiments and diiect and let &(k,t) = G,,(k,t,s) ,(ks), then we have,
numerical simulations regarding not only single-time because of (3),
quantities but also the two-time Lagrangian velocity
auto-correlation function 15,6,71. < ,(k,t) ,(p,s) >=6k+pQi,(k,t,s), (t > s). (4)

Let us consider homogeneous turbulence of an in-
compressible fluid of unit density obeying the NS If we define z as
equations with zero mean flow and no external force, A
Let Q be the Lagrangian covariance defined by

z8(k)8=G,(k,t,s) E M.,(k) ,(p,,)C(q,s),
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then for given Qi,(k;p;t,s), insteadoef (4). Under an ap-
propriate discretization, thiS is equivalent to generat-

a zing fields satisfying equations like < C. >= Q,,. in

Ti,(k,t,s) =< {M.r,.(k)g,,(p,t) (q,t)}zj(k) a symbolic notationi, where the subscripts m,n stand

for the wavevector, time and t or in (7) - -h .- field
P'q may be obtained by putting C. = A,,.y,, here

+ 2 < {EMim.(k)z.(p) ,(q;t)},(-k,t) > - (5) A,,A. = Q,, (8)
Pq ande< y,,y,. >= 6,- . It is not difficult to find A

Now we introduce an approximation for the average satisfying (8) by imposing A,-n = 0 for m.< n.

< f > of a random field f'that The idea of using random fields may be applica-
"ble also to the time integration in (1). Suppose that

< f > < f >I, (6a) the Gaussian random C.fields at time t and s are cor-
related as (4) for s-= s., n = 0,,...,N. Let (a

where and {b} be sets of real random numbers independent
where 1 of'iach other, and satisfying < aa, >=< (b, - <

<f>2,- " fin, (6b) b. ) b,>= 6,b,> 0 for any n,m, andlet

N

f, represents the value of.f by the m-th realization
of the Gaussian random field , and M, is the total (k) Za (
number of the realizations, i.e., we apIproximate the n=°+

average < > in (5) by the Monte Carlo average <>At N

of finite number of realizations. ( 1(k) = L(b- < b, >)Gqi(k1t,s,)As ,
An approximation of (1) hiay-be obtained by n=o

N (k) = i,,.(k)'E Mmik(k) ,(p) (q),

then the r.h.s. of (5) with z replaced by i yieldsan
and by evaluating T, with (5) and (6) at each s., approximationfor D.,(k,t), (not Tq). The average
where so = to, sv = t, and 2s, is an appropriate < > may be then approximated by the Monte Carlo
weight corresponding the discretization of the time average < > A defined by (6) in which f, depends not
interval. only on the realized random field C but also on {a}

The above Monte Carlomethodhas been tested and {b). This method of evaluating D,, has the ad-
by applying it to the LRA equations for two dimen- vantage that it does not require the'evaluation of into-
sional+isotropic and anisotropic NS turbulences [8]. grals over p, q at each s.. The performance/efficiency
In practice the computation 'was simplified by us- of this method remains to be tested.
ing the stream function and vorticity formulation. It
has been found that the values of the energy spec- ACKNOWLEDGMENT
trum and the Lagrangian veloicty auto-correlation
obtamid by using this method are in good agreement I am indebted to the Research Foundation for the
with te LRA solution and direct numerical simula- Electrotechnology of Chubu for a travel scholarship
tions, even with M ,.

The value of the integral in (2) over p, q for given REFERENCES
values of ihe subscripts depends not only oh i, m, n
but also on the other subscripts a,b,c,j, so that the 1 Y Kaneda J Fluid Mech, 107,131(1981).
use of (2) in geneial requires us to evaluate the in- 2. Rll.Kraichnan, J.Fluid Mech. 5,497(1959).
tegrals for all possible values of the subscripts. On 3. R.Il.Kraichnan, Phys. Fluids 9,1728(1966).
the other hand the integrals in (5) depend only on 4. W.D.McComb,J.Phys.A.Math.Gen.11,613(19

7
8)

im,n and not on the other extra subscripts. Thus 5. T.GotolY.Kaneda and N.Bekki, J.Phys.Soc.Jpn
the evaluation in (5) is in general much easier thau in 57,866(1988).
(2), in particular, . three dimensions. 6. Y.Kaneda and T.Gotoh, submitted to Phys.

The above method is applicable, at least in principle, Fluids A.
not only to NS turbulence with zero mean flow, but 7. T.Gotoh and Y.Kaneda, submitted to Phys.

also to turbulent shear flow, Rossby turbulence, MIID Fluids A.
turbulence, etc.. In its application to inhomogeneous 8. Y.Kaneda, to be published in ChaoticDynamics

turbulence, we need generate random Gaussian fields and Transport in Fluids and Plasmas (ed.V.Stefan,

satisfying equations like W.Ilorton,Y.Icikawa,I.Pigogine & G.Zaslavsky).
La Jolla International-School of Physics Series:

< Cj(k,t) i(p, s) >= Qi(k,p,t,s), (7) Research Trends in Physics, AIP(1991).
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'Stability; drag reduction and control of the turbulent boundary layer, using
a low.dimensional model'.

by

L L Lumley
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The behavior is quite robust, much of it being due to theAbtact- Using an optimatly convergent representation, a tow symmtnes present (Aubry's group has examined dimensions up
dimensional model is constructed (Aubry et a!, 1988) which to 128 with persistence of the global behavior, Aubry & Sanghi,
embodies in a streamwise-invariant form the effects of sirainwise 1989). We have exaned eigenvalues and coefficients obtained
structure (Berkooz et al, 1990). Results of Stone (1989) show from experiment (Herzog, 1986), and from exact simulation
that the model is rapable'of tumicking the stability change due to (Mom, 1984), which differ in magntude Simitar behavior is
favorable and unfavorable pressure gradients. Results of Aubry et obtained in both cases; in the latter case, the heterochnic otbits
al, (1990) suggest that polymer drag, reduction is associated with connect limt cycles instead of fixed points, corresponding to
tabiliation of the secondaty instabihties, as has been speculated cross-stream waving of the streamwise rolls. The bifureauon

Results of Bloch & Marsden (1989) indicate that drag can be diagram remains stucturally sunilar, but somewhat hstorted.
reduced by feedback, and that this is mathematically equivalent to
polymer drag reduction.' The role of the pressure term is made clear - it triggers the

intermittett jumps, which otherwise would occur at longer and
longer intervals, as the system trajectory is attracted closer and

Objective analysis of experimental measurements indicates that closer to the heteroclmic cycle. The pressure term results in the
there are recurrent streamwise rolls present in the wall region of a jmps occutrng at essentially random tmes, and the magnitude of
turbulent boundary layer, at lerst is the quadratic mean sense the signal determines the average timing. ThIs clarifies the
(Cnoro & Brodkey, 1969, Kline el al, 1967). Representation question of whether bursning scales with wall variables or with
theorems (8obve, 1955) permit optimal expansion of the outer variables -evidently the structure of a burst scales with wall
instantaneous velocity field in the wal region in tems of these vanables, while the ame between bursts should scale in a comlex
stremwise rolls (Lumley, 1967). .Without involving ourselves in way with both inner and outer variables (Stone & Holmes, 1990a,
the question of the source of these,.,olls. we ask how they will b).
behave dynamically. Severely truncating our system, and using
Galerkin projection, we obtain a closed set of non-llnear ordinary Strewhing of the wall region shows that the model is
differential equations with ten degrees'of freedom" The methods consistent with observations of polymer drag reduction (Aubry et
of dynanical systems theory are applied to these equations. Loss at, 1990). in which one of the accepted mechanisms is the
to unresolved modes is represented by a Heisenberg parameter stabilization (by the extensional viscosity assoiated with the
(Aubry et al, 1988; Berkooz et al, 1990). polymers) of the large eddies in the turbulent part of the flow,

allowing the eddies to grow bigger and farther apart, ag observed.
We fled that for large values of the Hetsenbrg prametcr (large Aubry et at (1989) tried stretching the eddy structure in the wall

loss), we obtain stable streamnwise rolls having the experimentally region, producing drag reduction, and found the bifursation
observed sporing For smaller values of the parameter, we have diagrams morphologically unchanged, except that the bifurcations
traveling waves (toresponding to eross-stream drift of the rolls), occurred for larger and larger values of the Heisenberg parameter.
we also find a heteroclinic attracting orbit giving rise to This suggests that the motions giving nise to the bifurcations are
mtermittency, and finally a chaotic state showing ghosts of all of more and more unstable, the more the region is stretched.
the above, requiring a larger and larger value of the Heisenberg pamneter to

stabilim them. Now, the teisenberg parameter represents the loss
Ile intermittent jump in phase space from one attracting point of energy to the unresolved modes as well as loss to any other

to the other resembles in many respects the bursts observed in dissipation mechanism, such as viscosity or extensional viscosity.
expeniments. Specifically, the time between jumps, and the Hence the findings of Aubry etal(1989) are completely consistent
duration of the jumps, is approximately that observed in a butt, with the ides of the larger eddies being less stable, and able to
the jump begins with the formation of a narrowed and intensified grow to this larger, less stable size due to the stabilizig effect of
updraft, like the ejection phase of a burst, and it followed by a the polymer.
gentle, diffuse downdraft, ike the sweep phase of a burst. Duing
the jump a spike of Reynolds stress is produced, as is observed in
a burst, although the magnitude is limited in our model by the Change of the third order coefficients, corresponding to
truncation of the high wavenumber components. acceleration or deceleration of the mean flow, changes the

heteroclinic cycles from attracting to repelling, increasing or
decreasing the stability, in agreement with observations (Stone,
1989).

tSupporte in put by the U S Ais FRte Off'se of Sss.usls Research under The existence of fixed points is an artfact introduced by the
Coitrect No. AFOSR 890226. i pan by t U. S. Nauisl Aermuacs and projection, in th, exact equations, the rolls always decy t r a
Space Afdimaion. Langley Resamrh Center, unde Cotact No, N.G01
954, and in pat by the U S. Ntional Sc=ne u nder Cots Nos period of grovh. The ro.tetion ineorporates statistcally the
DMS.14553 andHMM86-1II64 Prear o setso at t 1sth birth and death of dividual rolls, producing a stationary
IMACS Wourld Congres on Cenpausen And Applied Maft nascs, Icly 2a situation However, a decoupled model still displays the nch
26.1991. Trimty College. Dibbl, ireland. dynamacs (Moffat, 1989; Holmes, 1990a, Berkooz et al, 1990).
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their theory on problems including the 32 and 54 ds'"Insional Molsrra. HI. Y, 1949 Pined points of tubotect dynaz~tal sysirats and
projectionis of Aubry & Sanghi (1989). vq-uppnssion of soliery.In Wkitter Twuerkoe. cotS L LoUnase7.

Campbell & Holmes (1990) are continuing their studies of I

symmetry breaking (0(2) -+ D4) in systems with structurally Wi.P.1984.Prosg sblence, %ia arge eddy stnnlatinax AIAA 22nd
stable heteroclssic cycles. 'They have proved that no analytic cot Se- aZ

(sod) interaof onosexistsinaerutain limiting case and that stoie. K. & Itototr. P. 1990. Random pertnrhains of loehetohox
only two pairs of the continuum of 0(2) syn ere heteroclinic sears SfAM Jon 4rdM kOrh..76-743.
cycles persist in general. They ame studying the bifiseations from

teesurvivors This work is relvat to our models of interacting Stoe . & HItonm P. 1990. linsuat fixed siwti hoimlintx ot nns.
coherent structsures in boundary layers with discrete sanwise eapoeesat ttmtt. Phys. tats.A Subtted.
symmetry, sch as that caused by ribless. Thins iu to our
knowledge the first analytical contribution to our understanding of Ssto o E. 19S9. A Snzo L~ow D-ensw -1 Models for tie Wall Region of
the drag reduction caused by niblet. alwbkriloudtyloyer. PM. O.Thnut. ldora. NY. Cornell Uhiasy.

Bist.OCIRAPIIY.

At-brY. N. & Saugld S. 1989. Suarsiso aod eross-sremn dysaisis of the
trbt wall layer, Proceedings. lily meeting of ASME. Nev York ed

Gltta.

Auty. N.. Iflties. P. & Lianly. 1. L 1990 Thu effect of modeled ig
rediatonhoewattregin. TeoreakolasdCooasosaFkdDeyorics.
1: 229-2.1

Anb.y, N.. ltstnscm P.. Linley. 3. L and Stoe! a9IM. lne dynaiics of
Cotreod stte is the wall region of a tittent bordatry layer. 1. FWel
Meti. 19Z, 115-173.

1991



AP1'UCA10N OF RM~OR.WLTSATEON GRlOUP TO B7HCj

SIILULMIO- UaVGC CONCDITION"A AlVEBAMM~O

W. D. 3cCcmb,
.1 ±cPyics, Uiy ofhgE-L-cghZH 7 3MZ. U.L

Aied whicl cA~t chaoti hchvior. Above a 72!es vln
or tic Beynolds ='=:Be--. 0-t w~or field =a.t ~ E(k) =-Mk' NJ7
7rdiisl with Omitsn 'e Onth other bend, if we where i thee cntant Ofp:OPert1*=alty.
Fonnenranchem thew ,c i with reapect to wavemI.- Nowletus &atemd ndes b7the aPCL#-nof theBR.-
k,' then- the P6-sct become of many degrees of fieedomr msLSnIion Group. Wer begin by aecO:nPesing the Tdocd5t fEad
the Feerir a.de Ucktj, ane in-terval 0 5 k:5 ko C into expldt Scale$ for ek k An f dPctseasfcerAs :5 kk
upper' bocnd 4 is aaned thtough the dlissipation sniegral t!:=

(1)~~ai U.Ck) = U(k) for 0:5k:5 ki

= Uk) for kn:k:5kv, (6)

Wbere f i th Zisspairon rate, ft is the Hinc:=&tse'viscosy, and where k, is defined by
Elk) Us the energy spctrum. Thdeiiton ensues that I. is
of the some teder of rzapitcde as the Kohoo0gor dissipation 

8
n D ( - AAk, (7)

In getarl, for a1! hut the sImplest torbulent fields and law with the bandwidth parameter A satiofiag the condition 0 5

alReynods =nombe:,, ther are too mazy degrees of freedom, A5 51.

lo.In prindji, the zro uaiaion-Erop approach C= be ear-

(NSE) to be possible. Compu-ter sre not large enough for thi tied out as follows:
=POC o. e tey Mato e sin lthe fsebefture (A) S the NSE c=ksz' k:5k. Subtte that solution

Tans the theorist is faced with the importan-t and interesting for the high-lr modes back int the lOSE on 0 5 ks < ks. This

quesion can we devise soame analytic method to redoce. the results in in increment to the vsscosity PO* s f = 
0
'o + Es'.

nuAbe f modes which muist he resolved by the computer? In (B) Rescale the basic vai~ables sucn that the NSE on 0:5 k5

this way we could hope t make calculation feasible in a hybrid k, looks like the original Novier-Stokes equation on 05Sk < k0

fashion, with a solution to the prohlrm which is noither wholly 'These two stages ame then repeated to eliminate th4 effect
anslytie nor wholly numerical, of high wavenumuhers progressively in a series of hands k+1 :5

The obstacle which lies in the way of ouch an approach is ks s5 A;., until the reseae viscosity no longer changes (i e. his
the well known phLenomenon Of nonlinear ning. This may be reached a "fixed poiust').
ena follows. Consider the solenoid forms of the loEIN This procedure is appeal=ng)y imple andhWaIs Cear Physicl

wavenomnber Space This takes the form III[ interpretation, hut it has not proved easy to pot it into Practice
in the turbulence proble.Cri ny h ehdo lrtc

(818t4-osYJ(k,t) =Jfft.(k)JcsljUat,)U,(k -j,t)+f.(k,t), cceeugong has shown that a fixed Point may he obtained, with
(2) reasonable quantitative results [2,3]. But, this method has been

where Open to the criticisms that the hisi averaging technique used
A,()= (2i-' [k,,D.,(k) +, 4sD.4k)], (3) wa obscure and that there was an unexplained dependence on

andtheproecton pertor(whch riss i th prces ofelini- the bandwidth parameter A. However, recently these criticisms
ntite preatonorea t whiaries iltnitiponeso havehbeen answered by the introduction of a condstiorOn Vrrogc

natng he resureandtheincmprssiiliy cn d together) which is then evaluated as an approximation in which A Plays
is given by Ds=$ ) pII -,the part of a small parameter 14). It is this development which

(4) concerns us here.

whee d~,is he irnecerdela. e hooe he stirring forces Let us introduce a conditional average which smooths Ot
toer stis the uual requirement fhoralposed pro the effct of the high-k modes, while keeping the U- constant.

f.(k,t) tostsyteuulrqieensfraWl-~e rb- Ne represent it by an operator A[U
0 I UJ-1 and denote its effct

lerm. That is, they act directly on the fluid only at the lowest o h is hl faeubst eeiiae y<O hs
values of the waveaumber. Although they are therefore some-
what srhilrry in form, thef are only introduced in order to A[U+ I U-JU.Up,..U, =< U..U U >0. (8)
allow us to Consider the simplest situation, which is turbulence
Which is homogenous, isotropic and stationary. We shall also It then follows that this operator has the properties:

restrict our attention to the case of rero mean field. < u;(k) >*= U;(k), (9)
FRom equation (2) it is now obvious that the nonlinear term

couples the modes corresponding to different wavenumhtrs to- < U.-)Uj(k -j) >*= U.-)Uj(k -j). (1t)
getlier. In principle, it follows that all modes ate coupled in this It is at this point that we encounter the difficulties associated
way, although, in practice it is generally assumed that appre. with nonlinear miring. We now wish to evaluate averages of the
ciable interadtion only occurs between modes which are close to above kind over the high-k modes and express them in terms of
each osher in wa~eambner. Indeed, it is the assumption of local- glblmaquniesschsteeerypcrm.mdty
ness of euagy transfer n wavenursher which underpins the idea goa enqattesc steeeg pcrm vdnl

of~~~~~~~~~~~ aneeg.acd n hrslas ywyo iesoa the prohlem we face is that the U+ field is not independent of
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LICU- frd whic wearn hczedlg cene. he two fiels are itG cEW- isSrbyic= = zSs?

Ofaner fied V 4;t~ thus

1VIA =)-.+(kO: -h j (11) _______=____ (20

eeV+ isacd o t e s~~altypeasU+ andhelengs to UP((n +Au
tbe st=eb~l- r4. iuet aseasrpris for the wawnmher- hands 0: '5 1,1 Ir 5 ki, where

< VV~)>= (12) Qk "w ( --) ., (21)
< v.+ t(k ,. e) -< u.*N gw(Zt ) > - (1n) The -oEdn L('1 oao url izosad

liowever, the essezutisiatcre of V+ is that it is 74t opled to is givent de tailto zJ
the low-k iodes. Thus, throuh(11) weiLntodneethefcticon A et eh4w ae-~'o~teEloo
A+~ to tae account of mode cop .we note that it follws spectral constant, as defined by eq.-ztio (5). Over a range of
immEdlaly 6rom (12) tha A+ has =eo mean under global air- values of A for which the theorcy is rsld, we find a = L6, in

go-& od agreement with enxtimnt At lare valbes of X, oe may1= orer to complete cur specifiestion of the two new fEcds, Observe the briccldoint of thLe fist-oe Taylor sen pram-We stae thd pe:ties un-der condaionala eracg as mationi lwh a mall eioneseesthe dectiof modecon-

-)pun 5 ,= whrich wouldi invalidate the basic assumptions that U(ko)

edA[U+ I UJ (k)=0 (14) is iidependent Of 11(hr).

A[IJ I -1A(k~) O(~',n ~i. 15) Depience of Ko~igorov onstcnt on bandwidth
We now make Cse of the ahove equations to evaluate condi. 13

tional moments of the U+ in terms of :mcooditionaj moments of
the Vnd ithis waywe decompose te Sinto an eq.
tiors for the explicit scales but on-taining the tern < U

5
1J

5
,,

arepresenting the coupling to implicit modes, alng With an
iterative solution for the latter quantity, which can be shown to -.3

*be linearlydepndent on U-(k, t). to this way, we ian demvesan
expression of the increment to the fild viscosity as the sum of
an ifinite tns in the unconditional moments of the V+ fid.

to Ord=r to extend thio calculation to progressively lower
*bands in wavenumber, Te have to make three approximations. es

First, we evaluate convolution integrals ove intermediate times
On the assumption that the U+ evolve much more rapidly than
(on arage) the U-. Second, we truncate the expansion in Mo. cc Go a, Q2 as A4 so *A omnts of the U+, on the grounds that the expansion is hounded Aby a Power Series in the velocity field in the dissipation range of
wavenumibers. Thirdly, and this is the main new feature of the
work, we relate the V+ field to the U+ hy assuming that the Referencescoupling between distinci Fourier modes is local in wavenumber.
That is, we assume that A is large enough for U(k0o) to ho inde. 11) WV. D. MicComab, The Physisc~ of Fluid Tssruence, Clare.pendent of U(ki), sod at the same time that X is small enough don Press, Oxford, (1990).for us to represent the Fouuier components in the hand hy means
of a first-order Taylor series. In this way, we impose both upper [2] WV. D. McComb, Phys. Rev. A 26, 1078 (1982).and lower hounds On A1, when we make the identification [3] W. D. McComb, to Direct and lsrpeaeddj, simulation (eds.
V.(k ) U.t(lr,t)+(k-.. o) .VU.+(k t) Ia.s,+0(A2

,). (16) U. Schumann and R. Priedrich), Notes on numerical fluid
The G PoceureMay henbe mplmentd bnd y bnd, mechsanics, Vol 15, Vieweg, Braunschweig (1986).

wthe Scain prondurmathen heipeetdbadb ad 41 W. D. McComb and A. G. Watt, Phys. R1ev. Lett. 65, 3281
withthe calng tansormaion(1990).

ho+1 (1-Ai~.,I~i, ~(17)
for each iteration n. Ant assumption that the energy Spectrum is
4, Power law, followed by power counting, leads to the following
expression for the effective viscosity

s'(kk')= a"e"
5 ;'I~r.,('), (18)
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Phase Cm oas and Transfral Esaug nd Eefitr

Yorishl LRAAI We give tie ddxitioa oa threedirest merthodi foe aesyjr
Drqsnrtarza of 2*al ealz, Sciences. c __er* uksdratxwidl we call reslnmizg. (L"(i

rnlvestyofOudsn SaaL sl. Ia. (1) HR mcot EetiY speess is Sir" by 0l(i)= k)
q 1)= 7R { !m.l{ ) w O(E 4) is the angl

Abstrac ~~ ofr Uw~pee- birtum these 'so eamo (the hofiity associated Plaie). Wec
Abstcac onl change tde c eatniasor tie tea puot, f(Ed(k)) in a ui-i

srvnes Iklele pa e of tdu*&bsiLs ar pd' eczl f~ a& ay ialdirectons 10 -24j [lrni(f) = bsfi()
areatidy low Reyzjj.s umber (Ms: 30). Tie (2) HC maiiii. lie preserve the angle, 4(1) betweria real aid

f cOfd"staying the eoedatiw,; between modes Using thtse i=& pr of t-k) bat rotate this pais in a uitiormly ran-
ttods to both energy ad li4s~y itacsire are investigated.Is do in~ ney ar eiiy1(

s showsi tha me method Wkid als opresetries tseLewyspoe- sem = IRer(k lf(I = ibsf()i and '(E) = 041)
tram s she smse erictive to change the forn of both transi (3)SA suethod We apply the fooing transorzattion:

~p~~aandtht i ' i a llt e~ ~Rof'(E) =(,r/E IIJRvZi)DP.E) and Irzzi(E)

L INTRODUCTION = (/(l))IE) giI whereto .s auniformly ran.-
doma number betwen 0 ad 1. (f(ReV(i)) = (= ()We isoetagate the role of phase correlations on tic Son = ( (E)d VL ) = Ej

BMe axsi an this gxw range. We treat tit followitg %Vt apply~ ca uing separately nd calculate both energy
problem: If ze ilesteg e coltis k~ez "a' r om and hebesty transfer and comipaze the resubls on the undisturbed
scms ers Lie cews reetenloriu 4eisflp LOW "ec tie cas and the lfltered spectrum where some mtodes in a range awe
lcideney of tie eueesy ftusfer # r. enrewy ciscolie) offeted se to m. We repor the resclts, am two ranges. IS < k < 32

This destruction may be regarded as an idealization of the ex. and 6 < k < I]. to two fells. (a) raadout helicity field (RH)
tmoil raadom distatbance; which inevitably exist in laboratory and (b) maximum hdiity fEMd (MIJ).
exerimento and natural phesouena Hence this problem is re-
laued to the asmcrcrastaiity probirm on the turbulst equilib. Ug RESULTS
rimn state. Along tisnroe, wehbase invesigated variow aspect
of the dysurnics of the decaying disturbed turbulence[P, Mfere A- Turrbulent fields
we do not consider the dynamics but apply resixn~irgs to ear-
as rauges of Fourier space in order to estimuate the elect to nOt In Fig. I both energy and helrrity specra for (b) MIB is showit.

oily the energy transfer but also the hltestciy transfer which was The dotted lines shows oG(litk)) = ljvIvjE(k, which ris the
not treated in 31.ralnmi r a42]. standard deviation ofthre helicity spectrum in theilqui-Gaessian

appoximationll,4] while the solid live shows the maxiumr he.
IL NUMERICAL PROCEDURE lidrty 2kE(k), Positive ralues of the helicity awe denoted by emus;

signs negative by diamonds. The-e is no dear inertial range
We used the data obtaited by direct nutmerical simuatin wn to the relatively low Reruolds number. (See TABLE Ll

of the incompressible Nadier-Stoles (NS) equation with periodic l case (s) RH almsort all H(k) lie within qaiGusawhose
boundary couditions by pseudospectral method (.V = 643,' figure is omitted. while dear deviat~on is observed in case (b)
0 015). Details of the numerical scheme are given in Po~le and Si
shitilroan]2] and lollfi]. Ose field (RH1) corresponds to the to _______________
statistically stestly state generated by a time-independent and
random helidrty forcing exerted at large scales ( 3 < kr < 4 ). 1
The field has been obtained after around six turnover time (IOD
time steps with.-At =o 0.fI ). The other(Nll) is the same as
the above except using mazimum helicity forcing. The charac- . '*-

leristic parameters of these fields are giien in the Table I. Note 10
that we treat the relatively low Reynolds ntmber (A0 = 26.5
and 33.4) turbulence owing to the limitation of the resolution.

TABLE I The characteristic parameteis of the turbualent fields.
E. total energy, fl: total enstrophy, fi. total hebicity, Rx =o"'
V61 T03J('ti): Taylor's micro-scale Reynolds number, r=tr -_______________

(!rjkh'E(k)dk) IIfLT3 ' turnover time. k t0

TABLE I FIG. 1. Ifllcity cospectroin and energy spectrum is log-log
Freld P fi R5  uscae for case (b) AtIll.

We recall both balance equations for the energy and hebicity
(a) RII 1.29 35.0 0.79 261 0.70 spectra
(b) 111ll 1.43 27.8 8417 33.4 0.71 dE~k) t rk akEk I

'This worh was performed thr rpatit ssyrar of U 5 Dtpset,,iet of and dfkEaetrgy Gint No DE-FGortER2Ar7 At snpatross wer tPerfoneed T11(k) - 1,011i(k), 2at L-,s N.1-1r ~s~os Lab-wqar dl t2
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-IM we *=it the sexua due to the forcing (3 < k < 4). The FS 3 Sims the helidry transfer spectra for (a) ElI (is <
trazirlatersTk) and T(k) we dazed us tehlavaed k <31.). Ave cuam e a clear peak at st boandary between
of the reskn~ed regina aa the areshfled one. In the reshlfed

TZM =MAE)- r~b (3) regio, (k> 15) wecamsaot fsad a deal teadeatcy aboat five curves
T5 (E) ~~a =n theE.oE~ (3)esgy trazirli. Fate curve; aft close to each other

amd in thelarget scaes (6< 10). The orve;Famd Care notsan
ji(E) n: 2E-h4 (l ) (E) J (4) dose as tuoseis tie trergy transfer spectra. The small scafe

-lhere REk) as a Foes transra of the Lamb vitr R(a) = rmxSh~~~ doesa no affect thre larger scales zakrcaly
(;XO)(i) ad tie astermi denotes tie coinplex conjegate. Note
that them talk6 cp E(E) bt ditra1 -Ts(E)aidT5 (E) and
the integrals of M) and TXMk over all modes axe also zero
after ttarasatrmarlr. Eq+ (4) teas that Tzr(E) is also dtfixed s
tie projeri ofoRI) is thisplaa as wel as TI(E). Hfencethe

noninarreuctcamehai= observed numerically by Sitll. 7AfO
man2 ZAd PoliW4S) the tndeny Of the aliignnen Of R(E) aid
E, is also esnalto the kic~y trnsiler.

Wet touch or the for= Of the tralsier spectra in she disspia- f
tionraange.In the steady tate we obtaix te olowig ieqxal. s , , c

where the equality holds for maninsta baidly mdes irrespec. n
tine of the steady codition. Note that the inequality dots ot FIG. 3. lfellaity transfer spectra in lini-lin scale for (a) Eli. for
held geterally. 1n our feld eq. (5) is satislied writh hoth cases
(rTre(k)jI(2k~z(k)) is the order of .01 for (a) and 0.1 for (b)) IS < A < 32.

although the st347 conditiot ts not satisfied. Finally we consider the hiefirity transfer spectra for (b) SMl
whose figare is also omitted. We point out one thing, that is,

B. Energy and belidity tranotsfr spectra that the tendency is rery similar to the ensergy transfer spectra
AUl ease in fig. 2 where we treat the energy transfer fo CJ although the maximum hlifiity condition: THr(k) = 2kTZ(k) is
(a) RH show that the He method is the mest eletive of three not satissed.
izd the ctvr S is very dose to the calve N aid that the HG IV. CONCLUJDING REMIARKS
rmethod isalmost thesane as the filtered case (carve F).lIn Fxg.2
(1S < k < 32) the teskuffled cate (the cres RCG and 5) and We have compared the reshilled fieds, IIPHC ad SA tam
the filtered case (thecuarve 2') havea peak (theeiergy barrier) at the undisturbed ore N and the filtered one F about both energy
the boundary between the reashled region and the unreshuffied and helicity transferspectra. It is fotnd that in all cases the IIC
one. The reshuffied region (ka > 15) of the HG is de"'troyed method as the most effectite is destroying the ordlesing of the

c ~etYas that olfL rO le.TA~ c ke Note that the definition transfer of three and it works as if it were mredefiltering except
om Z)pley te orltin ewenaiclt h the helecity transfer in random hlaicity forcing care. By keeping

* ~ofhe hak dnd orte c orelatos teenh oh es. th e the correlation beteen the imagiar parts of all mod"s the
othr an, recave ae cosr o ac ohe i te larger ' rasred inthellR.LThtecorrelation between modes

scls(k < 10). The small scale reshuffling does not affecsth !tsgyi ats er
larger scle noticeably. In the case (6 < k < HI), a hose figure IS more important than that within each mode (ie. the helicity
is omitted, in the small scales neat to the reshuffled region of the associated phase) The SA method giases the resrlts similar to
carves C and F we observe the hollows in conttrast the carves N the undisturbed cases This suggests that the amph.-ade cot-

and S. The IIC works as if it cut the larger scales, 0 <Ok < 5. reaitio between the real part and the imaginary one may not
We stress that tke results for caue (b) Mill is almost the same be so essential to the nionlnear transfer as the phase relations.
as the above-, the helitity does to: affect basic mechsalnis of the When, we appLecd all three methods to the range, IS < I, < 32
orrelations Which We treat here. simultaneouly. we obtained almost the same result as the case

rio _________________________ IC. Henrce keeping the hebrcity specrum hat no special metan-
ing. The helicity transfer in maximnm Itelicily forcing case has

PC characters similar to the energy transfer.
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INFRARED AND ULTRAVIOLET BEHAVIOR OFTJEBULENCE

0.6 . . . . .

TOHRU NAAN~O 0.5
Dc nt of Pysics
Chao University O
Kaszga 1-1227, Banhyo-hu
Tokyo 112, Japan0.

AllottedIn the present paper ow discuss two ways of ressursaillation 0.2 --- I-'-I.a.....
*group method ia turhulence: one by eliinating shorter warelengi -1.6 -1.2 -0.8 -0.4 0

and the other by exiating longer wralegibh. The former proce- logI
duneegves the ed dy viscosity ad the additional ccrelation of external pjr-j. The eddy viscosity scallng function f for various Values of a as
forces aw a function of the cutoffoaveumber, predicting a resonable a fanctio. off k1A.
vAce of Homogoro, constan-t. The latter way helps us buil a model,
which may interpret the intermittent effects in fully developed turbil-
lezce. 0.6 . . . .. .. . 2.5

L INTR.ODUCTION 0.5 cb 0 0 12 4

Since a renormalizatiou group (LVG) method wasl successfully appliedl 0.4 600so0 a 08000

to critical phenomena by W~ilso (I], turbulence has been one of the 0.3 0 .

most attractive objects for the application of the method. The diffi. 01__ _ _

culty in te application to turbulenc, however, sems to $te ml from 0.21
the fact that the hctation Source Is located in low wavesuimber ite0. 0.5
gion, while the siok is in high wavenumber reg;on. EUder this dcucm-I
stauce the simple elimnation of high wavesurmber orupoucunts cannot 1- 0
renormalire the fluctuationssource term appropriately snd the dilia -1.6 -1.2 -0.8 -0.4 0
tion of low waveoaushers, on the other hand, fails, to express the sink log t

in a rensormalired way. Hence, the simultaneous elimination of low Fig.l. The ucatiug functions f andg9 for.j 2 s a function offt k/A
ansd high wavelengths seems to be seeded; every eddy receives energy
miuanly from larger eddies and transfer it to smaller eddies at the same salles are chosenl for j, ranging from I.S to 2 2 The obtained rnsults
time, which must be as essential cascade unit. Such a unit might not slightly depeud o0 the value. The recursiou elluatiouu for the eddy
be established by the RXG method carried out in one directlon, viscosity sod the correlatiou of forces are derived.

In SecIl we ask the infrared behavior of turbulence by eliminating A Eddy Viscosity sod Correlation of Exterual Forces
shorter wavelengths, in which external driving forces ar. presumed.
The estimatedi saine of Itolmogorov ccustaus and the coefficient of the Wtv expres the riscosity and correlation in term of acaling functions
eddy Viscosity are inl reasonable agreement with the cnrrent Valnes. In as a'ik, A) = e

2
s~k/A) and D(k, A) k'ulnk/A). Substitution of

oec11l the uliraviolet behavior is studied by ehisinatirg longer wave iheast rapcssois isis ti. recursion equations, combined with the en
lengtha. In the procedure the sntermittency effects are examined in crgy coosideration, yields 4 and x 2/3 in accordance with the
the framework of RNG. Eolmogorov scaling. Then, the viscosity and correlation take the forms

P~k, A) z: A-'I'f(k/A) and D(k, A) = DxI:-(I + (k/A)'q(k/A)). For
1f. I MF RARED BEHIAVIOR OF TURBULENCE the numerical calculation Do = r" has been employed. The scaling

In turbulence the most contributions came from ear eddies i wave, function f(f) with t =k/A is depicted for various a in Frg.l, where
number space. It we eliminate eddies with 9 > A, therefore, the eddy a cusp-like structure in seen near the cutoff for large s, in agreement
viscoity must be dep-udent on the cotofif A. NIS (2j and ZVII [3) sith the observation by Kraichusan [I]. This is reasonable because he
obtained such a cutofi dependent viscosity without relying on the dir- sets, e qual to infinity, in principle, in the test-field model calculation
sans inteaction1 approximation sA contrast to Yakhot and Orsnag (4), For omall o uch as I.Sa cusp is not found, in accordlace with MS [21
However, the additional stochastic forces cannot be forgotten in such employing a = 1/0.7 =1 4 ZVII[3[ obtained the small cusp for the
a treatment. In the present paper, we numerically calculate the eddy same value of a by introducing the triple nonlinear terms. Unforto-
viscosity s'tL,A) and correlation D~k,A) of external forces as a fnnc- ra'ey, howrever, their triple terms are not Galilean-invatiant In Fig 2
Wiot of A. To this end, we first assume that the bare external driving %c depicted f(t) and s(t) only for s =2. We notice thst the additional
forces described by the correlation correlation of forces contributes to the original one by so% near the

cutoff, implying that quantitative coirectirns are oignificant as coin-
< <f,(k.)j,(k!.ai') >=2ao2)i6,kkI

2
6kk)~i.) pared with the case in the absence of the additional force.. Another

as done by YO0 (4). Eliminate the components with A/s < 9 < A and important paint is that g acts as the bachscutten from the subgrid scale
rescal the velocity camponiats to compare the original form. Several tO LES. reducing a tire eddy viscosity considerably near the cutoff
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C. ~~~the eddy kas stochastic forces. Thisce is possible onlyfor k <2A.

2.5 .. m ...... 08Tecorreaoof thseforces isdesbd bay ateo f the orrlasion
-assiied in SeeM, although it is limited to the range k < 2A. The

0.6 obtained correlation, combined with the presumed viscosity, derives

2- the Kolmogoroiscalisg. (2) Hp > A; the velocity components p must
not e eimiate. Te cndiionis realized for any valuie of k. The

0.4 ontibuionsin hiscanire onvnietlydecomposed into two pasts:

15-C, (a) the convection and (b) 'he istortiou of the eddy k by larger eddies
0.2 q. The convection velocity, which is predominantly determined by the

________________________________________largest eddies, ca:ries all eddies together with no changein geometrical
1........... . ...... 0 configuration; its effect is readily removed in the framne moving at the

1.4 1.6 '1,8 2.0 2.2 convection velocity hie distortion is, on thc other hand, provided by
S the velocity gradient of larger eddies (mostly near eddies); the eddy

Fig-3. Isolmogorov consrant CA and the coefficient of the eddy viscos- a stretched in a certain direction (oi directions) and shrink$ it in an-
ity Ct, vs S, other direction (or directions). The term completely diKerent from the

stochastic forces is expected.

B. Kolmogovr Constant The distortional contribution was investigated in the Fourier anali-
red Nadier- Stekes equation in Ref.191, where we have shown that the

Put E(k) = CKF2''05I' and 4'k) =s CV11
3

k"
5

. The above us- strain rates due to eddies of a cetain scale stretch and shrink the sor.
merical results, combined with the requirnrrent CvICI = 0.1901 by ticiy field of smaller scales, whose strain rates excite the Torticity Of
the energy conservation, estimate CK and Cv "s J, as shown in F 19.2. even smaller scales. Hf a chain of the excitation occurs randomly, the
Bath numbers are quite reasonable although they wcakly depend on process may be treated as stochastic forces. If the excita tion takes
a. The details in this section will be reported elsewhere [61 place systematically, however, a hind of coherent sell-similar structure

Ill. ULTRAVIOLET BEHAVIOR OFTrIRBULEXCE will be built in waveniumber space. A pair of oppositely-oriented ver-

tex sheers are a candidate for such a oelf-simiflar structure; the two

The purpose in this section ao to invesigate how the Wnermitienc, ef. sheets approach each other and the vorticity is enhanced during the

fects are appreciated in the framework of RNG. Siace those effects are prots. The time evolution of the verticity, then, can be related to

enhanced with decreasing scale, the successive elimination ef lotpger the dyaical scaling form proposed in Ref [7. Hence, the denved
wavelengths must reveal the existence of the intermittent Ceffets In torticil structure as expected to be responsible for the intermittent

order so proceed in that direction, we hi, better recall the expensmes. effm-.~ Tits picture will be developed is the framework of RNG
tal situation. in whbicha pth order momenta of velocity n(r) on scale r
are observed to be < &fr)i >-. rPI

3
(L/)Oe - ,4,. (ip p3 - y, is not

simply proportional to p. For small p C, is almost p/3, but for large [11 l(.G. Wvilson, Phys. lRev. B4, 3164 (1971).
p it is far smlaller than p/3. This fact means that a single scaling en.

* porent for the selocity aield cannot interpret the enponents associated (2) V. Yakbot and S.A. Orstag, J. Sci. Compot. 1, 3 (1986).

with strcture functions of all orders. It is hardly believed, therefore, [3] W.C. MdcComb and V Shanimugasunditam, J Phys A18i, 2191

that ay simple modification of the exponent p in the correlation of (198s).

external force will mate satisfactory prediction on the istermittency (4) Ye. Zhou, G. Vahiala and Mi. Hossiti, Phys. lit,. A37, 2M3
e)Tects. We need two scaling factors at least. A two-scairog model was (1988).

* proposed previously (7], in which G, reads [8] R.ll. lKraichoart, 3. Atroos. Sri. 33, 1521 (1976).

P/3 if: H p. =- 3./(3z -2); (6) T. Nahano, submitted to Phys. luids (1991).
.(I -r)p~tz, if p>Po, 171 T. Nakrano ad SI. Neihin, Phys. Rev. A31, 1980 (1985).

where a is a fitting osrameler. If: a= 0 84 is chosen (p, -- 4 8%), the (8] F. Anselmoet, Y. Gagne, 8.3. llopfnoger, and R.A. Astonia, I Flid
predicted values agree with the experimental data i8) qete well. Of Mlech. 140, 63 (1984).
interest is that the lower order moments obey the Rolmogorov scaling
characterized by the exponent 113, while the higher order ones do the 19] T. Nakano, Phys. Fluids, A2, 829 (1990).

intermittent scaling characterired by the exponent I - z.
The essential idea hehind the SING of elimination of longer wave.

lengths is as follows. To begin with, we have to presume a fictitious
eddy viscosity, which drains energy from the system; molecular yin.
ccsity does sot suffices. This fictitious viscosity is a counterpart of
the presumned estarnal forces ink the process of elimination of shorter
wawergthO. Consider the behavir of an eddy with waentuisher k,
which inlcracts with eddies with q < A and with p =H [k - q[. The
contribuntions from the Interaction are different, dependiug en whether
p is smaller thin A or not. (1) If p < A, the interaction terms act on
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FINITE ELEMENT MODELLING OF LOUDSPEAKER DRIVE UNITS

M A Jones and D J llenwood

Department of Matheratical Sciene nformaionTecfnsologyResearch Insttute
Brighton Poblytchnic, Moulsecoomb, Brighton, U.K.

Also at B&W Loudspeakers Ltd. Steyning. W. Sussex, U.K.

ABSTRACT A Finite Element odel for predicting t'e motion of A typical dne unit consists of the components shown in figure 1.
axially-symmetrtc loudspeaker transducers using thin shell of The FE method requires values of Young's modulus, density,
reoluton elements has been developed. The displacement of the damping and Poisson's ratio foi all the materials used in the strcure
diaphragm is calculated for a costaant force, and the post-proessing i order to predict its displactment. A database has been set up which
required to correct for the actual force is described. The effects of the iouasm models of components already in constuction and umproved
eletcnal impedance of the voie coil and the mechanical intedsice % ersions of these componemts. The acoessmg program uses a WIMP
due to the motion ofthe core a Lclded. environment with one window leading on to another or to a specific

I/O screen. This database easily pemirts alterations to components of
1. INTRODUCTION the drive unit and the testing of novd designfeatures.

Although die ultimate cvaluarson of a loudspeaker depends on The vibration of the structure is governed by the lmear elasticity
measuring the sound radiated by it. this radiated sound is not equation. Damping cas e included in ts equation hy the use of a
relstdo the vibration of the diaphragm eused by the sIgnal fed tor t mlu " Young modulu m in e bY mix e
In order to apply the techniques of computer aided engineering to complex Young's modulus, (I+Js)E, i the stiffness mamx The
loudspeaker design, it-therefore seems necessary to break the material loss factor ni has been measured at 3&W for paicular
modelling procss into stages, materials [1. It has been found that the drive unit can be discetised

economically by the use of a three noded thin shell of revolution
he work prescried here shows how a Finite Element (FE) model can element as described in reference [I ]. Tis paticutlar element allows

be used to predica the vibration of a drive unit when it is driven by a the displacement normal to the shell to vary as a fifth order
constant force. %c then describe a method of corrcting for the real poynotmal r stad of the or usual cubic. The cele.nt thus allows
farce provided by an amplifier. ThIn approach allows the independent for intenal bending to some extent.
modelling of the electromagned pans of transduction. We present
results for a model of a low frequency concal drive unit which can be If the force depends sinusoidally on trme (i.e F = f ecOt) then the
compared ith treasued properies. Having gamned confidence the displacements are similarly sinusoidal. When the tructure is
FE model, it is then possible to go on to predict the radiated sound discretised the displacement of the systves is defined by the solution
pressure using methods such as the Boundary Element technique. of the set of linear equations

2. TIlE FINITE ELEMENT MODEL (.M0
2 

+ K) u -f (1)
where M and K are the global mass and stiffness matrices of the

The first stage in the calculation of the sound pressure produced by an ystem, a is the complex vector of nodal displacements and f is the
arbitrary loudspeaker drive unit is to calenlate the displacement of the vectorofappli forces.
diaphragm when it is driven by an arbitrary force. The motion of the
diaphragm is governed by a partial differential equation and-is A finite element program has been developed to form and solve the
thereforeideally suite tosolutonby theFE erd. set of equations 1. The equations are solved using an efficient

Gaussian elimination algrithm. An additional option is the use of
Previous work (see for example Jones em al il and references modal analysis, giving Lfonmtion on the manner in which the cone
contained therein) has assumed that the drive unit is axially breaks up at greatly reduced computational cos .
symmetric. This assumption is reasonable both because the use of
homogeneous, isotropic materials results in symmetric vibrations of 3. POST-PROCESSING
the diaphragm, and because asymmetric modes are only weakly
excited by the predominantly axtally-directed force. The present The Finite Element calculations described above eventually give the
computer code allows for the inclusion of asymnmetries, thus making displacement vector of the cone for the constant force applied at the
the model truly three-dimensional, but only at the cost of large loses vie coil. Ti displacements calculated using this idealised force
in computational efficiency. In the following we shall restrict must be corrected for the effect of the real, frequency dependent
ourselves to describing the method used to model a conical drive unit fore In reality the current flowing in the coil is dependent both on
toe low frequency sound reproduction. The method is however the electrical circuit of which the coil forms a part and the equivalent
applicable to other axtally.symmec structures and has been used elcmcal impedance of the mechanical pans, such as the cone itself
successfully in thedesign ofdometweeters. The force on the coil depends linearly on the current Since the

amplitude of the cone (and therefore its velocity) varies with
frequency, the effect of the motion of the diaphragm must be included
in the post-processing. The way in which this should be done was

surround indicated by Shepherd and Alfredson [2).

Since the elasticity equation. eq. 1, assumes that the displacement of
Sthe diaphragm for a given frequency depends linearly on the force,Spider /^thecorrectionstothe displaceiiietts gves by

F(ss)uo,,((c) =u i(sa) . --- (2)

Shepherd and Alfeedson define a common point, called the driving
SDriver Unit point, between the electrical and the mechanical parts of the

transducer. This is the point at which the voice coil former joins the
.. cone. Our finite element results calculate the frequency dependent

Axis of Symmetry velocity at this point, VD (0) (=jsuoo), for a given constant force F.

The total lumped mechaneical impedance of the system at the drivingpoint is defined by
Figure 1 Schematic picture ofa bass drive unit (left diagram) and by VD ( F (3)

the components of the idealisation used to model it. V()(
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By calculating the current flowing in the voice coil due to the velocity occurring at the same frequencies to within 10%. The
(osta)m) emf E spplied by the amplifier, we find by simplealgebra measurement, show a moderate amount of asymmetry in the
that the force e is given by behaviour of the drive unit which is not allowed for in the calculated

IEr BSZD I results.lThe other main discrepancy is the velocity at the voice coil at
F(t) = E S4 high frequencies. This appears to b negligible in the meaIrements(oe + (BS)

)  
but isseen to have a finite cmpocent from the alculationsm.

where BS is the magnetic coupling constant of the coil and Zf(a) is
the impedance of the electrical circuit which can be modelled (albity unit)
theoretically - empiically 13]. (arbitrary units)

The correction to the calculated displacements, (co)/F. adjusts both
the amplitude and the phase of the result The electrical cLcuit means ,m o ',-

that at high frequency thei amplitde at a given point decreases linearly o.
with uo. The mechanical parts damp the velocity when it is large. 5 ,
particularly at one resonances. o.m

-n5W
4. COMPARISON OF RESULTS

The drive unit analysed tere bed a 13 cm diameter cone made of
cobex and a 1.3 cm suroand madebf PVC In the interests ofclaity, Meridional Coordnate
results are shown foeatmr 2Uh a dust cap. (xl01 cm)o Frequency (kllz)

The cone, surround asid voice coil were discretised into 25 finit Figure 3 Measteedvecity ofa corspondigdrve unit using
elements of the type described in section 2. The FE program was run F aseDvleityffcoe o g e u
and solutions obtained for the complex displacement of the diaphragm laser Dopple interforoietry.
for a onstant driving force applied at the voice coil along the axis of
symmetry. The other boundary condition was that the surround was
stationary at its edge. The FE results were then post-processed using 5. CONCLUSION
the theory described in section 3, in order to correct for the real
driving force supplied by the electrical circuit of the voice coil and the We have descrnbed a method of prctig the vibraton of axially-
equivalent electrical circuit tne to the finite impedance presented by symmetric loudspeaker transducers using the FE method. The
tecone predictions have been compared with the velocities of existing drive

units measured by a laser interferometer, and the model found to give
Figure 2 shows the FE reslts after post-processing. It can be seen substantially accurate results The importance of this verification of
that at low frequency the cone exhibits piston like behaviour, with a the FE method is that if there are discrepancies between measured and
maximum in the velocity occutring towards the outer edge of the predicted radiated sound pressures, then the errors must have been
cone. The flat portion at the centre of the diagram corresponds to the introduced by the method used to calculate the pressure.
zero velocity of the magnet pole piece. As the freque ncyincreases the
position of maximum velocity amplitude moves towards the centre, Improvements to the calculation of the mechanical vibration of the
and beyond this point the cone starts to move out of phase with diaphragm should take account of the interaction of the structure with
respect to its centre. We see a number of resonance peaks in the the surroundsi g a The consroction of fully coupled structural-
velocity of the whole cone, for example at frequencies of 1080 Hz, acoustc models is possible but at present they represent a significant
2040 He. 2650 He. 3440 Hz and 4320 Hz. At about 1100 Hz the increase in expense given the relatively small increase in accuracy
first breakup mode of the cone is seen, and above this frequency the gained. The development of faster algorithms for this modelling
number of separate parts of the cone vibrating out of phase with the process is an area of current interest.
voice coil rnce. Areas requiring further work for a complete loudspeaker to be

The main differences between the pre- and post-procesrzd data are modelled accurately include modelling the magnetic field which
found to be the magnitude of the maxima in the velocity, and the governs the force on the diaphragm. modelling the interaction of the
velocity of the voice coil at high froquency, transducer with the cabinet and calculaung the sound field created in a

listening room.
Velocity amplitudD
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NUMERICAL METrHDS FOR USE IN MOLECULAR

DYNAMICS SIMULATIONS

A.M.Mazzone
CNR- Istituto LAMEL, Via Cstagnoli I - 40126 Bologna, Italy

Abstra - This work presents the algorithms that can be where h represents the time step h = t - t. This method
usefully implPmented in molecular dynamics simulations is referred in the Tables below as P(Cb). This indicates
and reports an analysis ofthe accuracy ofsuch methods. that a predic:or is used to calculate r and there areiterations of the sequence evaluation of a, correction of vand r. Also a third-order Adams-Bashlfrth predictor

L INTRODUCTION r..i = r, + (23v. -16v. 1 + 5v..2)h/12

and Adams-Moulton corrector can be used in this
Molecular dynamic simulation methods are sequence

currently used in condensed and solid state physics to
evaluate many properties of liquids and crystalline v. = v.-+ (5a.,s + 8a. -a.i)h/12
targets.

The standard procedure upon which a molecular r.. 1 = r. + (5v..l + 8v. -v.i)h/12
dynamic simulation is constructed is to consider a
crystallite containing a number N of atoms interacting These methods will be indicated as P(EC)AB-AM.
with realistic forces. The trajectories of the atoms, Alternatively Runge-Kutta (IRK) methods can beconsidered as point charges, are described by classical applied which in the lowest ordr takethe form
mechanics and are determined by solving the second
order differential equation v(t+h) = v(t) + [2a(t+h) + 5a(t) - a(t-h)] h16

P = a(r) x(t+h) = x(t) + v(t)h + 4a(t)- a(t-h)] h2/6

a(r)= V V(r)
III. RESULTS

where r(t), v(t) and a(t) are v,!ctors with 3N components,
representing the x, y and z components of the position,
velocity and acceleration of each of the N atoms in the A series of tests has been performed sn order to
computational cell. V(r) is the potential describing the compare the various methods described above. The
interatomic forces, simulation cell represents a silicon lattice with N in the

Generally large N values, in the range 1000-10000, range 1000-5000. The interatomic forces are described by
are used either to describe lattice properties in solid state a simple Morse-type potential of the form
theory or for applications in material processing, like ion
implantation. urthermore the characteristic times of the V(r) = A [exp-2a(r-ro)-2exp-a(r-r.)]
processes require from 104 105 integration steps. An
additional difficulty arises frm the strong non-linear The atomic coordinates and velocities at the
character of the potential V(r). beginning of the simulations arn adjusted to correspond to

This work revises the methods which can be the ones of a lattice at room temperature. As a test for
advantageously used in molecular dynamics simulations numerical accuracy the energy conservation is used. In
and reports an analysis of the errors for various time- Table I we report the average energy changt. per step
steps and cell dimensions. <dE/step> ((meV]) taken on 1000 steps for h = 10-14 s In

Tablo II a time-step h = 10-13 s one order of magnitude
larger has been used. For the iterative methods the

IL METlIODS number of iterations is equal to 2, as this value
represents a good compromise between accuracy and

Owing to the duration of the simulations, multi- computer times.

step methods which make use of the evaluation of a(r) at
previous steps are to be preferred over those methods that
make successive approximations to a(r) or that require
the calculation of the derivative of a(r). On the other side TABLE I h = 10

"
14 s

the size of the vectors r, v and a render difficult the
retention of information from many previous steps. A N = 1000 N = 5000
simple approach is the midpoint predictor

method dElstep> <dE/step>
r =i f r,.i + 2hvW.

P(EC) - 10-
7  - 10-7

and the second-order Moulton corrector
P(EC)AM-AB - 10-5  5x10- 5

vi, i vw + (aa~ + anWgf2

r..i = r. + (v.,i + vn)h/2 R -103 - 8Xl0-3
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TABLEII h= 10-
13 
s

N =1000 N =5000

method dFJstep> d step-

P(EQ) - 10-
7  

5x10

P(EC)AM-AB - 10 - 104

RK - 10-2 ~-5x10
2

It is seen that

i) the simple P(EC) offers a stab and highly
accurate solution.

ii) the use of p(EC)AM-AB leads to errors two orders
of magnitude larger

iii) the worse results are obtained with RK. It has
been found that the increase of the order of the RK
does not lead to significative decrease of the errors.

In conclusion low order, iterative inethods seems to
be preferred for applications in molecular dynamics
simulations.
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A FAST METHOD FOR APPROXIMATE SEISMIC RAY-TRACING.

W.F.D. Theron
Department of Applied Mathematics

University of Stellenbosch, South Africa.

THE MATHEMATICAL MODEL
ABSTRACT

This paper descnbes a-fast method for approximate seismic Notation for the continuous model.
ray-tracing in a two-dimensional field, based on a generalisation
the method described by Vidale (1988) for finding the travel- Given a rectangular region in the vertical x-z plane, we define

ttme field from the fintte difference approximation of the eikonal the slowness at a point as the inverse of the speed of propagation
eqtio. of a P-wave afthe point : s(x,z) = I/v(x,z).

The o described her is eminently suitable for The travel-time field for a particular event is denoted by t(x,z),
implementation on a local-memory message-passing multi- whieh isa scalar field of values of the time required for the wave

to travel to the point (x,z).processor, Based on certain assum'stions which will not be dealt with

INTRODUCrION. here, the relationship between the travel-time t and slowness s is

The work which is described here is the first stage of a given by the eikonal equation (1):
program for seismic tomography, in which a large existing data- (It/ax)2 + (¢3t/3 7) = S

2  
(1)

base of natural seismic events will be used to gain insight into the The travel-time for ray number r is the time required to travel
state of the rock mass This software will be incoiporated into from the source to the station, and is denoted by Ti, where
the Integrated Seismic System [I].

The physical properties of the rock mass are specified by its Tr - s(x,z) dr, (2)
slowness field, which is a scalar field w.th the slowness at a point taking the line integral along the ray path.
defined as the inverse of the speed -with which a P-wave
propagates at that point. This slowness field is discretised, and totation for the discrete model.
the values at each grid point are the basic unknowns in our
problem. We discretize the region under consideration with horizontal

The tomographic method is described by Kissling 12], and is dimension H*Nx, where Nx is the number of elements along the
based on the idea that the travel-time for a very large number of x-axIs, and vertical dimension rH*Nz, with r a dimensionless
seismic ra)s is known, where each ray travels along a path from ratio of the sides of the rectangular elements. This is a slight
the source of the event, through the slowness field, to the generahsation of Vidales approach, which is based on square
receiving-station. An initial slowness field is assumed, and an elements.
approximate ra'-tracing method is used to calculate the travel- respetively at the ridpott positioned at depth (row) i and
time through this field for each ray. The difference between the
measured and calculated tiavel-times is minimised by iteratively column j The line integral (2) will be approximated by taking
improving the slowness field. The coefficients of the equations the sum of travel-times over short straight segments of the ray
used in this minimising procedure are, for each ray, the partial path.
derivatives of the travel-time with respect to the slowness at each The final results required of this program are the partial
point. derivati.es of the travel-time with respect to the slowness at each

Various methods have been described for carrying out point:
approximate seismic ray-tracing. The method we have Dt(ij) aTr (3)
im lemented makes use of the travel-time field, which is aS(ij)
caculatred as described by Vidale (3]. At this stage only the two.
dimensional case has been implemented; we are busy extending Calculating the travel-time il
to the three-dimensional case as described by Vidale (4]. The first step is to obtain values for the travel-time to each

Two schemes for tracing the rays through this travel-time field point, using Vidale's method for two dimensions (3]. This
hase been implemented, method can be summarised as follows:

Assume given values for S(il) and the location of the source of
the event. The values of T(,j) for the whole field are then

We envisage applying this tomogiaphy program using the data calculated by starting at the source and extending the solution of
of say one thousand esents, measured at say 25 rxeiving stations, T(ij) in rings by using vanous finite difference approximations of
requiring the tracing of twenty-five thousand rays for each the eikonal equation.
iteration of the method described above. The need for a very fast The detailed equations for the various cases are 4iven in
ray-tracer is self evident ! Appendix A. These reduce to the equations given by Vidale for

the case r 1.

The method described here is eminently suitable for AtLroxiMMatryv-tlr =
implementation on a local-memory mcssage-passing multi- The next step is to use this travel-time field to trace the ray
processor, as the rays corresponding to any given event are from the event to the receiving station, and to calculate the partial
completely independent of those for the other events, so that the derivatives of travel time with respect to slowness at ea.h point.
ray-tracing phase of the program is embarassingly parallel. At any particular point on the ray, the gradient of the travel-

This is a typical "farm' type of parallel program, in which a time field can be determmed, again using finite difference
driving program controls the exenutton, and the different ,orker approximations. This gives a vector
tasks calculate the rays for each event and send the required grad(t) = . t = (allx ; atlz),
results to the driver,

Furthermore, this is a very coarse grained algorithm, with far the negative of which gives lie dire uon from whewh the ray
more calculation than communication, so that a high efficiency came.
can be expected. Starting at the receiving station, we move backwards step by

step to the point where the event occurred. The travel-time of a
ray is found by acumulating 4T,, the increments for each
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segmnent of the ray. The partial derivatives (3) can also be
aculated for those points affected by cad', segment of the ray. APPENDIX A: FINITE DIFFERENCE EXPRESSIONS
In the initial implemetto 3 5 2 USED IN THlE EIKONAL EQUATION.

two schemes have been5 An abreviated notation is used here. We write T, for the
investigated. IIn the 3-point tae-iet oni , n o h orsodnj scheme the ray is forced to travel 4 slowesvl ues, wilth point s defi 0,23,nd in fo he iarms. du
either horirontally, veatically orslwesvlewtthponsdfedi6dagm.
diagonally through the coraeru of I____ Three cases can be identified. In all cases, only the points in

4 a particular clement, as follo&s : a 0 the first quadrant ace showns in the diagrams. Identical equations

Moveto pint if < tn 0are fou -nd for the remaining three quadrants.

Mov topitIi 0<tl0I tasuuathsue
A~~~~eT s~(u+tthe t tra-he ston n aeighurin ~0at the source, and obtain

AT, H h(So+ S). he tave-tim toa nighburigpoint I-on the x-axis by taking
n,6,= 'hH, i- 0,1. the aveage value of the slowness between the two po is:

Mo~e to point 2if 2r <tan 0 < 3a12x'H S+5)
Tr = rH (So + S). Similarly, for point 2 in the z- H

0 Tr/aSi = VI/ ,i.02 direction

Move to poins3if I/zr< tan 0 < 2r T2 = 1(s. + 2) j

T -H,/l+i
2  A(S +S + S2 +S 3).n2

aTdaS %,HAVI-5-2
, i- 0,1,2,3.

The more accurate 5-point scheme also allows the ray to go 20lf lfW if=i
through the midpoints of the sides of the element. Equations With the travel-time known at three points (points 1,2,3) of a
simdlar to the above can easily be derived. rectangular element, the time at point 4 can be found by writing

RESULTS. the f~~~~(Asinte ), e c for followste:ene, fth rcanl
4 RESULTS. the f~~~~~~(pinte difras fol o rmows o h mtro h etnl

The various algorsthms have been imptemented in a program Take the avemagq slowness at the centre as
written in 3L-FORTRAN and executing on a T800 transpater S~A i~z~ + 4
with I Mbyte of external memory. We intend implementing them So-t( +2+S3+4)
insa parallel program.

Two results are of interest at this stage, namely results relating Dcfine the parameters
to accuracy of the calculated travel-time, and speed of execution. o 11(r"2 + I)

Both reults are dependent on the shape of the region, the position andM
of the source and the positions of the receivers, and the resultsnl - of (r,2- 1). '

magnitude. the centre of the rectangle, to obtain:
As our typical example we use the case of Nx 2 Nc and

0.5, with the source in the bottom left career and 25 stations 110 (1111) ( 'A(T 4 + T2) - 1h(T3 + TI)]
round the edges opposite the source, for largelrids (Nc > 50),

The total timr to calculate the travel-time ield uorna grid with an ('/21t) ((T4 -TI) + (T2 - T3))
N points, N = Ne x Nz, plnt 25 rays wish their associated partial an
derivatives, was found to be of the order of 325 N A using thr 3.
point scheme, and 362 N ps using the 3-poil scheme. 111z (112,,, ((r4 TI) - (T2 TA)J

Using a constant slowness vau obtain enact values for the
travel-time, the maximum errors fousd for she calculated travel. Using these expressions is the eskonal equation (1) we obtain a
time to the different stations were: quadratic in (T4 - TI), from which we can solve for T4 :

using the 3-point scheme v2.8 %
11 using tlhe 5-point scheme. 0.1 %. T4 -T, + Q3- T2) + V'o(2H S.)2 

- (l.f;2)("5 - T)
The reduction in calculation tunec for obtaining the travel-time Frteseilcs ihr=1 t=12 ,adti

field when usig the simplified equations for r - I was found to Erteseilcaew' ~=I 12 ,adsi
be I% of the toed time, reduces to the equation derived by Vidale (1918).

1. is hoped to present detailed results of the parallel 3. Mulpillts
* implementation at the conference.

Wish Ti known at 3 points (0j1,2)
REFERENCES. on a column, the travel-time to the I

(11 Mendeehi, AJ. The Integrated Seismic System, Paper to mid-point on the sent column can be H
be subinitted. found by using a forward difference

formua in she n-direction, ad central 0 3
(2] Ilissling, E. (1911), Gcotomography with local esnxhquake differences for the n-direction, at point

data, Revfcsof Geophyficr 26 659-691. 0, so obtain: 2

[3] Vidale, J.E. (1918). Finite-difference calculation of travel
times. Bell. Seism. Soc. Am. 78, 2062-2076. T o+%(tS2-14 2(2-TM

(4) Vidale, J.11. (1990). Finite-difference calculation of Siiary wth 3V1 point knw on4
2
)f a T1row

traveltimes, in threm dimensions. Geophysics 55, 521-526. Smlry ih3pss nw s o

Tbo A w~d ri uwmsuunio ws clhe oo n * n i a hBuiu T3 = To + V(H So)2.- 'KAT T))

of lndustrial Mtdiens uf din Uutiveiiy of Stdkrnhushs ant Advaucud
I Miningsoftsscu
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AY.ONTE CARLO SCH4EV -OR CALCULAPiNG NON LNEAR

kADIATtON TRANSPORT PROBL.EMS

FENG TINGGUI

Insthtt f Appltrd Physkoand C ptroa obmreP.O. BOX 8009,

Beiiigi 10001, P R.CH~IA

Absetct,,,I3r)

A Monte Carlosthem. for culzolattng nonlinear radition trans +,F,, - YrT4's0ir.,i.0
paort problems is developed on the assumption that the thermal radis,
iort emission is coorrard byltrial themldynamerqtihro (I.TE). +dodIi. ,rS i.-oir. 01 )
Somre mometiascliatpe is given *ad a cone-Imsion it drawn freom the )
norrlco) results. al.I3

I . INTRODUCTION Ifere IQi-e(t64 Is the SPIVt Intensity of radiation, T(iFti Is the

That thermal radiation inirracr with matter In processes of Ira atiti ttiaptrsturt. b(rT) is the norticeld Plank spiterrom. C, is

ransfer forms radiation hydnodyreamrs problema. Thermal radiation tes~i er stelgtsedadteohr aetepyl

here Is taken to mesa recromagneri. radiarion of atomi. origin, oh. meranings as rant).

ralined from the pronessrs of scorrering. absorption, ad thermal cma,
sgoe, the mattr is grneraliy modeled as a ad of etrenrona ad Ions M. SEMIIMPLICITSCIIEME

whose inoton Is govrred by the equations of hydrodynainils The a.
illaion gid is diwcibed by a Bolteman transport equation foe phoron, Tho r em rsto scorern cros s sectionsare fnti(ns ofsate(s) ThePl nt e

Thesr equation% are so Comprlex that Itris mncesary to aimplify' the en ie msinsuceadcosslosaefuvoso aeilta

ormery or take some ayptosimations of ctoariona (fo solving thnm, persatre. In addition, she total section a, depends on the Intensity of
The ostwidly sedti~toxmatont o Dltunamqoaion isone radiation, These cooptrngs can be divided Inro strong &ad wrak crte.

Croup dttfslou theory. But in some srtnationi dttfoamot theory Is gone.t [41 Strong couriling rtfers ro the temperalte depenrdence of the
Inadequate. we nerd to solv directly the transport equation. Some emsinot"I Q()adheritonfldepdc fth

available scbeme has been torvn (1,21. We here discoss a schemei for tcumpetatare in EQ (2): weak coupling refers no the trmpenrte and In
sulvag aditiontrasfe prblem Inolvng aittlatpfoaL taty depredcec of the tnoss section.

solong rdiaton tansfr prblem inrtotnscarerin proess.We divide time ittterval Ito some time steps:, ri/- sr

ff. MATHIEMATICAL DESCRIPTION OF 0- <~ <e<---. sed then woive EQS (1) and (2) re ach ctle

THE PROBLEMI At Wih strategy that treats strong Coupling Intlcitly And mesh coop
first eoyicitiy, Let

ET'l) - QTiiAti (4)
For simplsfy, some assumptions are raker as follows: Sobrtattn (4) for EQ (2) and using a backward Entr time diffr.

aThe tetron tempprstane eeqolibrares with tOe Ion, me roil them cm treng of EQ (2). Ceobtain
trest temperarneet.

b,. The satter is srattonary. (do(o,'f 1
c. Thr thermat radtative emissiomis torernird by LTE. .

d. Thermal condcrtioa inrthematter is ignored. de dOd d (,T -

Wrth shore asapsn.the radiation transfer problems is -

darerhed s alo~to equationlF 13.f re0 + Kej- )5% (5)

jJidi' I/I +c~t,(e;TofrT)

0 1(I~) . We use again a backward Emire time dsffirrencorg of EQ (1) and
C. su-)doQerfj,(.ef~iotbstitute (5) or the nrten of eerrsronsoone to obtatn
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151 DTM2C EFFECT Of O9OUM ON MSC.SZEZE OdAVITY WAVES

laf-Ces Chit= and Esicog Wn
Istitute of Physics Department of Xatbe=zticsad Science Education
Academia Stica ProvincLil Taipei Teachers College

ankan, Taiwan 11529 Taipei. Taiwan 10659
Republic of Chm Republic of China

Abstract-The orographic effect cm atzosphezic North lesisphere circulation during wLter and
gravity ware is i vestigated with two-di esional, reduced the nedinm range forecast error. Alpert,
noli=ear, time deendent numerical simulation. The et. al. (1938) applied the balance method, and
model of inelastic equations with beigth dependent considered the orographL- iffect induced gravity
basic potential temperature is applied to study-the wave drag. Improved the iedica range forecast
proble . The orographically generated gravity waves accuracy in National lIeteorological Center operation.
propagated upward to the middle atmosphere. The Iwasaki, Tasada and Tada (1918) employed the
cospotazio results show that wave properties agree nam-bydrostatic gravity ware node and investigared the
with the existing solution. gravity ware drag parameter for nedius range

forecast.
I. ISI-Ot)TIOS In this study, the inelastic rodel with heIgth

dependent basic potential temperature model
Gravity waves play an extremely portant role developed by Batneister and Scboeberl (1939) Is

in affecting the density perturbatfon in the middle applied to study the orographic effect on the
asd upper atmosphere (Sung and Lee, 1990). The gravity waves. Applying the model descrihed and
Investigation on the middle -d upper atmospheric nittial-boudary value specified, we tan solve thu
density changes is sot only =eed for space vehicle govecing equations and obtain the gravity wave
design but also for nmerical weather prediction. properties is the atnosphere.
The projects such as the Spae" Shuttle. National
Aerospace Plane. Space Telescope and Tethered II. YMIEL DESCRIPTION
Satellite beslfit from such studies.

Numerous research efforts over the last decades In this paper, the generation. development
have shown gravity wave notions play a significant- and damping of gravity waves Induced by Orography
role in deternining the circulation and structure is investigated. The model equations based on the
of the middle atmosphere. Theoretical and modified form of the anelastic equations with height
observational studies deromstrate that gravity waves dependent basic potential tenperation (iac-eister
are able to transport momentum and energy over and Schoeberl. 1989) is incorporated. Using the
considerable distance. Lilly and rleop (1979) primitive variables (u, v, p), we have the two
investirated the orographic effect on the gravity dimensional momentum equation in horizontal (a) and
wave transportation and discovered that the Induced vertical (z) component
gravity wave transport the mnoentd and energy to
ceso-sphere. The energy observed and dissipated in au Zu an ap*
the niddle atmosphere. The gravity waves give rise -+ u-+ w-- -- + F(x) (i)
to wave drage. at as 3z ax

Smith (1979), Pitt and Lyons (1989) discovered
that wh 2 the width of orography is greater than 

I. ;w 3V ap
*  

8'
the Induced gravity wave length, the gravity wave - + u-+ --- - + g-+ F(z) (2)
propagated upward and tilted -pvindvard. There It x at at 0
exists a naxiumu wind velocity region In the
orographic leeward. The linear theory explains that In order to couple density and velocity and to
the gravity wave transmits upward, reflects fron filter the acoustic wave, the local variation of
traupopause and transport the energy to accelerate density in equation of continuity must be neglected
the air at lee side. (Wilhelszoon and Ogura, 1972)

Kle-y and Lilly (1975). Pelties and Clark (1979)
applied the non-linear theory to investigate the apu .Ow
orographic effect on gravity wave. They indicated -+- 0 (3)
that the energy accelerating the lee side air cones ax In
fro= the dispersion of gravity waves. The theories
on the mechanism hetween the giavlty wave and I And the energy equation Is of the for.
atnosphic motion are different based on various
assumption. ?1' 10' We' a

The study of .illy and Kleup (1979) Indicated - + u- + w- + w- F(O') (4)
that the orographic effect on the gravity wave at Ix at Us
propagation plays an important role in atnspherlc
notion. Especially gravity waves induced by irregular In above equatious, o(z) is the density, 0, potential
orography, propagates upward high enough. Then the temperature; R, gas constant; POD, the reference
wave dissipates and the energy is absorbed by pressure.
atmosphere. Therefore, the necoznism between gravity The potential temperature can be split Into the
wave and meso-sphere atmospheric motion is widely upwind steady poteetlal temperature 0(z) and
investigated. The gravity wave saturation Is the disturbance 0'(x. z, t),
source of kinetic energy of atmospheric notion, e.g.
the trauposphere and stratosphere atmospheric 8(x, z, t) - 0(z) + 0'(x, Z. t) (S)
notion.

The drag have parameterized ty Canadian Climate The diffusion damping ters in momentun equation (1)
Center (Merarlance, 1987) to Irvestigzte FOMF .md (2) are
nucerical weather prediction phenomana. Wallace et.
al. (1983) incorporated the parameter In studying
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On~ undisturbed wind and potential temperature

dfstrbe io .tZ (12a)

+ 4 (x. ZHIU - u (z)j. (6) a(n) - 0(z) - Gexp(oI01 (12b)

7(z) k 2 -+ -b2 + kturh ~ 0~e 3: (2

where B is scale height potential temperature. In
+,kv- - T(X. Z)-. (7) generAlzc a.-lok 

9
Ne .1s h

upwind wind profile and temperature distribution
where y(x. x) Is Rayleigh damping coefficient. The are the sounding data. For the downstream. the
diffusion danping term in energy equation (4) is spononge boundary conditions are applied. Because

the viscosity effect are not considered, the free
,4281 a 38' slip boundary condition Is "- loyed.

F(0') - k 2 - + -1k2 + ktb 1The initial conditions for the field considered
x 3: tu c are those of undisturbed conditions. At the very

beginning *I the tine, the flow properties over
+ -(x o)0(8) the d main are uniiorm. Then the' flow field is
+ k4! 02 w (8) disturbed, h gravity wave Is Induced by the

;%4 orographic, effect and propogates.

mhe turbulent diffusion K b (Orlanski and Rons 111. RESULTS A2CD DISCUSSION

1973) Is turb At first, the physical plane Is napped into

hr h( + 0) 11 ~ , omputation plane by equation (11). Casting the
Zr 0+ . 1/ goerin equations into finite difference forn, and

r0-
1
k -L 'b wen -O applyering the alternating direction Inplicit

kt 0 3 z algorithm, we obtain the nunerical solution for the
turbj 8 flow properties.

30In order to check the accuracy of the model and
0 when-2-l0 the cunputer coding. we test the case of flow ever

2Z a nountaln. The orography Is of bell sh pe ith
height 500 n, width 24 km. Assune the background

(9) undisturbed wind velocity Is 15 =/Sec. The
d ist.rhence appears because of the existence of

In equation (9). Azo Is I km (Bacheister and the orography. At the Initial tine. t - 40 minutes.
Schoeberl. 1989). in Is the vertical grid distance, the disturbance propagates upward to z - 4 Jo
ks2 and Is4 in above equations are basic diffusion (Figure 2). Figure .1 shows that the streanlines
coefficient k2 - 10'4n

2
/sec and biharnenic diffusion becone steeper near the lee side. At tine t - 80

coefficient ks5 - 1031N, whtere Vi Is Brunt-Saeiuaelae ninutes, there appears a periodic wave at height
frequency 3 ho (Figure 4). At tine t; - 100 mnutes, the

flow pattern shows that the notion Is dominated by
g ?8 the orography effect for the lover atmosphere.

N2- (10) z 4 3 Iso, Mhist at upper atmosphere, It Is
3:? controlled by the wave motion, Figure 5. An tine

goes on, t - 120. 140 minutes. because of the
In order to consider the nrographic effect, nonlinear mechanism, the dispersive phenonena

the coordinate transformation Is applied appear (Figure 6. 7). The physicil phennmena agree
with these of investigation of Peltier and Clark

o* -,Z .2 h(x)1) (1979).
- s.n~ 

0
o Ii)Then, we apply the program developed, to study

nO- h(n) the gravity wave notion In the atmosphere. Assume
the thick ess of the atmosphere he 100 k., and

where h(x) Is the orographic height and z0 , the initialI velocity distribution In function of height.
characteristic h..fght considered. Applying the equation (12a). Fritts and Dunkerton (1984)
tocrdinate transformation, we-can transform the proposed the velocity distribution he of the form
physical plano Into Cartesian coordinate In
computation plane. u(z, 0) -- U tanh [(z - zc)Idi (13)

Solution of the governing equations Is Initial-t
boundary value problen. The Initial values of where U -30 alsec. z - 60 h d -10 ho. The
the atmospheric variables are those of background horizontal waveleogh is 50 kn. The vertical
undisturbed data. Incurporating the periodic wave vel<,rity disturbance Is
nodel developed by Bacheister and Schoobel (1989),
wi consider the wave notion Is periodic and assme w(x, t) -wof(t) sin Iss. (14)

that the computation domain Is periodic. The
center of the computation domain in s-direction Is the amplitude Is function of time.
the hightest point of tho orography. The domain
extends It range of length w In both directions. (sos(.t/cf t :i t Ia
The sponge danping boundary conditions are f(t)
applied (Figure 1). 0 tn-t I (15b)

The boundary condtions for the upwind are thse
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where t, - 2, 3 or 4T. T is the period. The IHung. L J. and Lee, C. C. (1990). Atospheric
i=vestlgation data of Fritts (1985) is applied for Density Remote Sensing of Mfesosphere and
q - 1.0, 1.4. 2.0 =/sec. And horizontil w'avelengths Thernosphere to Be Used for Spacecraft Deslgn

are 16.7. 25 , 50 k=. by Adopting %VF Iladaz '-4 By Doppler Sounder
Similar to the previous case, unifron flow over at Low Latitude West Pacific Site during Winter.

orcgraphy, the disturbance is induced by the lower Acts Astronautica Vol. 21, pp. 58:.-597.
boundary orography. The instigated wave propagated Iwasak, T., Yamada, S. and Tada, K. (1988). Impact
upward as time goes on. of a-uvrntererlzatIon Scheme for Orographic

At first, we exs=ne the time variation of GraviLy Wave Drag with Two different Vertical
potential temperature distribution. The disturbance Partitions on HIF. Pro. 8th Nun. Weath.
(14) is added at Initial tine, t < 2T. Then, no Fred., pp. 734-740.
additional disturbance further. As t - 3.0T and the Lilly, D. K. and 1ebp, J. B. (1979). The Effects
lower atmosphere, z 1 50 ., the potential of Terrain Shape on Nonlinear Hdrostatlc
temperature distribution Is almost do-alnste by Mountain Wave. J. Fluid Mecb.. Vol. 95,
the background uniform flow, Figure 8a. The pp. 54-61.
gravity wave spreads upward at-1O he < z < 60 =, McFarlane, N. A. (1987). The Effect of Orographically
the wave patterzs are discernible, ten t - 3.5T. Excited Gravity Wave Drag on 'the General
Figure 8b. the rear wave moves faster then the front Circulation of the Lower Stratosphere and
one. The wave crest and trough locate alnost at Tronuposphere. J. Atm. Sci., Vol. 44, pp. 1775-
vertical line. Figure Bc shows that at t - 4.OT. 1800.
above 40 he, especially z I 60ka, the tendency of Orlanski, I. and Ross, B. B. (1973). ,lunerlcal
dispersive appears for the gravity wave development. Simulation of the Generation and Breaking in

The disturbed borizontal velocity is also Internal Gravity Waves, J. Geophys. Res., Vol. 36,
shown in Figure 9. At tine-3.5 period, there arises pp. 8808-8811.
unsteady phenena. The disturbance velocity is Peltier, W. R. and Clark, T. L. (1979). The Evolution
greater than 10 n/sec. We assume that the uniforn and Stability of Finite-A-plltude Mountain Waves.
background velocity is of maguitude 30 /see. The J. Atnes. Srl.. Vol. 36, pp. 1498-1529.
disturbance grows up to one third of the background Peltier, Wi. R. and Clark, T. L. (1980). Surface Wave
value, Figure 9a. For tine goes to 4T, the Drag and Severe Do.nslope Windstorms, J. Atnos.
disturbance increases to 20 =/sec at beight 40 k. Se.. Vol. 37, pp. 2122-2125.
Figure 9b and 9c. Pitts, R. 0. and Lyons, T. J. (1989b). Airflow over

The Investigation Indicates that wave of I - 50 ka 2-D Escarpment. II. Theory. Q. J. R. Met. Soc.,
under the disturbance such as orography, behaves Vol. 115. pp. 982-995.
dispersive tendency. The phenomena agree with those Snith, R. B. (1979). The Influence of Mountain on
investigated by Holten and Webrbein (1990). the.Atcosphere. Adv. Geophys., Vol. 21,

pp. 87-230.
IV. CONCLUSION A D RECOIDATIOY Wallace, J. N., Si =ons, A. J., Branstator, G. W.

(1983). Barotropl Wave Propagation and
Gravity waves playx an Important role in Instability, and Atmospheric Teleconnection

affection the density disturbance in the niddle and Patterns. J. At-. Sri., Vol. 40, pp. 1363-1392.
upper atmospbere. In this Investigation, model of Wilhelson, R. and Ogura, Y. (1972). The Pressure
modified form of the anelastlc equation with height Perturbation and the Numerical Yodeling of a
dependent basic potential te"perature is applied Cloud. J. Atm. Sci., Vol. 29, pp. 1295-1307.
to study the disturbance generated by orography.
The perturbation induced by orography begins to
display the dispersive phenomena. The relationship
between the nonlinear effect and dispersion is
obvious. The results agree with the study of Holten
and Webrbein (1980)

According to the observation of VHF radar, the c . - .
maximum amplitude of density perturbation caused by
gravity waves associated with Typhoon at West "-
Pacif ic Region Is 151. While for tropical 3torms Z954
at Northern Arica, the amplitude disturbanc is
+ 12% (Bung and Lee, 1990). This Is an intresting
problem. BUsides the density variation with height, .1 repeats
the gravity force modification must be considered Inper 5 zthe further study. Zc on"
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NUIERICAL METHODS OF SOLVING BIHARMONIC-BOUNDARY VALUE PROBLEMS.

TIPARATANA WONGCHAROEN AND NGAMI-IY WONGJIAREON

Bangkok University, 12120 Kingmongkut's Institute of

Pathunthanee Province, Thailand Technology Thonburi, Bangkok,

Thailand. 10140.

Absr In this work a system for calculate the solution 11. MMIODS

of biharmonic equati6n is developed. In the main step of Finite-Difference method.

calculation by numerical method, there are n system

equations and n variables being generted. The step of To solve a boundary-value problem by the method

calculation are very cumlersome and tedious jobs. of finite differ nces, every derivative appearing in the

Program for calculate these solutions is written for the equation, as well a, in the boundary conditions, is

purpose of handling such problems. This technique is replaced by an appropriate difference approximatton.

suttable as a simple and time saving. This program is Central differences are usually preferred because they

used to calculate the solutions of biharmonic equation and lead to greater accuracy. Using the difference

display the results by printer and plotter, approximation with Y0 = 0, YN = L, and Nh "

we will have

I. INTRODUCTON
2 4 4  2

In this paper cur object is to develop a-finite- f,2+ (- 4 -2h
2

)fa.1 + (6 cc hi 4xh
2)f )

2

difference method to solve the bihatmonic equation. + (- 4 - 2Cx h
2)f.. 1+ f., 2 = 0, n = 1, 2,..., N-I

4 4 4

--+2 -- +.- = 0 (1) For y=0, fo=f(yo)=A

ax, a y
2 

3y4 For y = N, fN= f(yt) = A (5)
and f. = fl, fN:-fN.1

This equation may by satisfied by taking the function 0 in

the following form: writing out (4) for n = 1, 2 ..., N-1 and using the

boundary condition (5), we obtain the matrix which

1f(2) nonzero elements appearing only along the principal five

diagonals. An algorithm is again available for solving
where is the stress function. m is anl integer. I is te drcluhsses

directly such systems.

length of rectangular beams.,'f(y) is a function of y only.

Substituting equation (2) into equation (1) and using the (9iioll of five-diaeonal svstet.,

notation mr / I = oc , we find the following equation

for determining f(y) The algorithm consists in applying the following

steps:
iv 2  

4
f (y)-2a f(y)+af(y) = 0 (3)

The equation (3) can solve by finite-difference method.
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1. Compute the initial values Jrls ;soIiition of biliarmonic equation was progranmmed

for computer

2. Compute rcursivel ?'

Wa2
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W 11. .P.Colman Anew fourth-order methtod for y"
h ba2-A h.28n.- g(x)y + r(x), Preprint, Dept. of Mathematics, Univ. ofWfl

where n =2, 3,.N-t Durham, England, March 1979.
2V.I. Krylov and L.T. Shul'gina, Handbook of

4. Compute the values off backward, using Numerical Integration [in Russian INauka, Moscow

fx = ht;. (1966), p.370 .

whtere n =N-2, N-3.,

We can now apply these algorithms to obtain the solutions

of btharmonies equation.

Compurter results for biharmonic soltion,.

From article 11, we obtain the solution of
biharmertie equation by substituting tlte following,
conditions:

y~o0 ,yN=2.0
N =20 ,h = 0.1

Io 15 fu = 150

________________2012



j
Vk THE NUMERICAL SOLUTION OF A MODEL FOR

A SINGLE'SPECIES POPULATION DYNAMICS

q(xa,t)=-k(a)VP(x,t) (1.6)

where k(a)iO is the diffusivity. The negative

ASGHAR KERAYECHIAN sign indicates that the flow of population
Department of Mathematics always lies in the direction of decreasing
Perdowsi University of Mashhad density.
Mashhad, Iran X(a,P)>O is the death rate and the term

X(aP)p in Eqn.(l.l) is the loss of
Abstract- In this paper we present a numerical individuals of age a at x, due to deaths.
method for solving an integro-differential b(x,t) is the birth process and is given by
equation which is a model for age-dependent the regeneration rule of the form:
populations with spatial diffusion.'Our L
numerical scheme is based on finite difference b(x,t)=ff?(a,P)p(x,a,t)da (1.7)
method and.discretization.of the modelyields o
a linear system with block tridiagonal matrix, where 1(a,P) is a non-negative function often
The stability jf the method is discussed by alled the birth-rate.
considering the eigenvalues of this matrix. p(xa) is the initial age-space

distribution.
1. INTRODUCTION The boundary c6nditions in Eqn.(1.5),

biologically, assert that all individuals
There has been much work on mathematical reaching a boundary leave the interval (O,d).

theories of biological populations. The best In [6, [73 the authors assume that the
known model of age-depend~nt population individuals can live to an arbitary age, so
dynamics was first introduced by Von Foerster they take L=+o in Eqns.(1.2) and (1.7). As was
[1]. In this model it is assumed that the asserted in (6] and [7], finding a-solution
death and birth processes depend only on age. p(xa,t) of Eqn.(l.l)-(l.5) in general, is
Several authors including MacCamy and Gurtin difficult and it was left as an open problem.
[2], Hoppensteadt [33, Swick [43, drived a The purpose of this paper is to develop a
model based on the Von Foerster model in which numerical scheme to approximate p(x,a,t) by
the birth and death processes are allowed to simplifying assumptions as follows:
depend, in addition to age, on total It will be assumed that t, the diffusivity,
population size. X, the death rate and j?, the birth rate are

The problem of spatially nonhomogeneous, constants. Thus the mathematical model for
age-dependent population dynamics, i.e. the p(x,a,t) is:
case where population dnnsity can vary with L
spac,,age and timehas been considered by p,+pa:fp (xat)daXp,(
Zachmannand Logan (5] and MacCamy [6) and 0x(X axda't ao

Gurtin [73. (xd, O<t, a L

The model in,[6] concernsa single species L

population moving in a limited one-dimensional P(Xt)sJP(xat)da O(x<d, 0:t (1.9)

environment and avoiding crowding. The model 0 L
is based on the following equations: p(x,0,t)=b(x,t)=f0p(x'at)da (1.10)

pt pas='
5
(x

'
a
'
t)-X

4
ap)p, (I.1) 00<x~d, 0<t

O(1-d) O0t O~x~a

L O<x<d, 0<t, 0<a L p(x,a,0)=p(x,a) 0(x(d, Oaz<L (1.11)

P(x,t)=f p(x,a,t)da O<x<d, 0it (1.2) p(0,a,t)pp(d,a,t)=O 05t, 05aS<L (1.12)
0

p(x,O,t)rb(x,t) 0<x<d, O<t (1.3)

p(x,a,0)sP(X,a) 0<x<d, OaL (1.4) 2. IMPLICIT FINITE DIFFERENCE SCHEME

p(O,at)=p(d,a,t)=O Ot, 0:a L (1.5) We approximate Eqn.(4.8) by

where kt k  k " k
p(x,at) Is the population density, that is, _, _ u U, 'J-u (2.1)

the number of individuals, per unit volume of t + (2.=

^go a at time t and position x, where x is r k.1 -2u k-1 +1u
k
-

restricted to an interval 0(x~d. _ 1[ P %-'P %+Ip t~~ k~P(x,t) is the total population density and L Of P|

is the maximum life span of individuals. J
q(x,at) represent the population flux and

it is assumed to be proportional to the
gradient of total population:
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where I-is thedentity matrix of order m and R is a

k square natrix~of order n which has rank one
u p(xIa ,tk )p(iAx,jAa,kAt), and is given by

I r 2  .-..

d R= (2.9)

Ax e.- d

The sun in (2.1) is a quadrature formula r2 "
approximating the integral ia (i.8). Assuming where r=rca., J=1,2..... •
At=Aa, Eqn.(2 .1) my be written in the form

(ls)u-ra (u-2u u) 3. STABILITY
-rE/ a u -2u

k 2.2) In this section we- exaaln the stabilityj- for
u".-1 (2.2) or eqivalently-for (2.7) by analizing

for each i=1,2,..., , jil,2,...,m, k=O,l,... error-growth. Ansume at~time level k-an erbr
vecto Ek wa aei

where vector B was made inrepresenting the vector
C. Then an error A B would de propagated in

Mt s--At. (23) X, since by Eqn.(2.7), we have
(AX)

2  
X=A-

1 
(C+E1 )=A-C+A-iEk.

In view of Eqns.(l.10)-(1.12), the following
conditions are imposed on the difference In the next section we will show that A

Eqn.(2.2): existu by showing, that none of its eigenvalues
m .is zero.

u =b,=b(iAx,Aa)I3E a u. , (2.4) Let 8
1~i A'B

1  
(.1

(2.4 LeP.o p l 
p  Bk' =A7R, (3.1)

uO t.
=

(
t~x'j~a), then we have a-relation between the errors at

time levels k and k+l and the method defined
uk ' k + by Eqn.(2.7) is stable if

inl,2,. , J,2. , k=0,1,2,... where is the Euclidian norm.

The sum in (2.4) In again a quadrature formula To find conditions under which (2.7) is

approximating the integral in (1.10). stable, in this sense, first we find the
By Eqn.(2.2) we can compute the unknown u

*  
eigenvalues andeigenvectorB of A in (2.8).

',n Since R has rank'one, (E), the null space
in terms of knowa u . Collecting the txn of R, has dimension a-I. Therefore there

unknowns u
k
+1 and txn knowns u in exists m-I lir. ,%rly independent column vectors

%',w w. w q such that Rw =0,
Eqn.(2.2) into column vectors, yields 1 2 1 ' 1

J=l,2,._.•,m-l. Now consider the vectors
X [u

k'l  
k u k

1  
.. u;k, I v o IR 

m 
in the form

1,3 ".; wz-2 ** 0
u i...uI,'] (2.5) wW
u, II 0 W

v1 , v w " v, , -j

Csi... u 'h 2.0 , ...

T w w
u 1. ...u J j , (2.6)

then Eqn.(2.2) is equivalent to a system of where 0 denotes the zero column vector In R
linear equations of the form Let us relabel the above Ix(m-1) vectors and

AXfC (2.7) simply denote them by v,,v2,..,,v4-.1), These

where A is an 1xm by 1xm matrix given by ?(m-1) vectors are linearly independent and
satisfy

r.ls)I+
2R -R s

I-R .* OAvs(l+s)v , 1=1,2.(m-l). (3.2)

A='. . I (2.8)0 _R It follows from Eqn.(.2) that X=+s Is an

R I+s)I+2R elgenvalue of A of multiplicity at least
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No. we look foi C eigvtars in 'the form N{X "' 2 il,2.

and

(3;3) S. Ov 2..., .,utu ... . (3.8)Ltvi 4_0) 2 -1J
Lemma. The set S is linearly independent.

-where The proof of this lemma will be given in the

next section. Let us use the letter v to
denote the vectors in S by setting

u =V U2=V4.0.2'

then
and e has-m rows. LetX be the corresponding

eigenvalue. Then in X' we have S=Ivv.
Au=Xu. (3.4) (VI .. IV.
A(3 Now we return to the discussioV of stability

Let ?,=E r, then it follows from Eqn.(3.4) of Eqn.(2.7). The error vector R may be
t=I expressed uniquely as

that

(2+s+)i =1ji Ev= c'v (3.9)

"yyI+(I+s+2r)y2'yg =-Yy eSand using Eqn.(3.1), we obtain

s y Ek :A E cvj E oA~v-E cvX v (3.10)

In matrix form the above system of I linear t_1

equations may be written as From Eqn.(3.9) and (3.10), it follows that the
BYCY, (3.5) error does not grow if

where the matrix B and the vector y have the IXII.l ,2. m.
form

Is 2 y Y have the following result:
S- sTheorem. The implicit formula (2.2) is

B . . JY= unconditionally stable.

4. PROOF OF THE LEM.A
Note that B is a square matrix of order t.

Eqn.(3.5) shows that X is also an cigenvaluo Let C= . V an
of B. But the cigenvalues of B are given by t =vsv ,v and

X=s4yo2 in% =+s 45coe. , i=1.2,...,1 13.6) Dn(t,uz,...u q. Let V be the span of C and U

and hence we have obtained the I other be the span of D. Then U and V are subspaces
elgenvalues of A which (since yX0) are Cxc
obviously distinct. of R" and since v (ial,2,...,t(m-l)) are

If u (isl,2. ) are the eigenveotors linearly independent, we have dimV=s(m-l).
Simfilarly disuse.

corresponding to X (il,2..), then they Lot

are linearly Independent. Note that each u WrU+Vf(u+v:uqU, vGV),

has the form (3.3). Now we have the sets of then W also is a subspace of 0? and ScW,
eigenvalues and eigenvectors of A which we where S is defined by Eqn.(3.8). We assert
denote them by T and S respectively that

T=NJN (3.7) th,Vz(0), (4.1)

where which implies that WnUMV, that is, W is the

M= X :X = i 1,2 direct sum of U and V.

Let u IYIV and u'X0, then u can be
expressed uniquely as
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(61 R.C. MacCAMlY, A opulation model with
nonlinear diffusion, J. Differential

u sb U (4.2) Equations, 39(1981), 52-72.

(7] U.E. CURTIN, Some questions and open
and problems ,n continuum mechanics and population

dynamics, J. Differential Equations. 48(1983).
u =1 0oV (4.3) 293-312.

(81 A. KEEAYECHIAN. D.IE. ZACHNANN, Existence
where the b. and c are scalers. Multiplying of solutions to models of age-dependent

both sides of Eqns.(4.2) and (4.3) by A, we pulations with finite life span, J. Math.
Anal, and Appl., 2(1i86), 403-421.

obtain
I

Au E kAu = bku (4.4)

and

Au IE c AV= Ec (1+8)v =(14s)u (4.5)

where X(i, . ) are defind by Eqn.(3.7).

From Eqns.(4.4) and (4.5), we can write

(b
u -! 1+X u'. 14.6)

Since the resprementation of u in Eqn.(4.2)
is unique, we reach a contradiction. This
proves (4.1).
Now we have

din WsdimV~dimUse+(m-l~sm.

Hence W=Rl * and lxm vectors in S which span

V"are linearly independent. This completes
the proof.
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Girosi Pederico 434 Hifiner Hanmut 725
Gissinger Gerard 1296 Hagenbeek A 1456
Glacolce Hants-Jargen 80 Hsgg Ernst 1434
Ontelig Meyling Robert H 1 1939 Halberstain Isidore At 583
Godr Michael 135 Hall WS 403

Goe-hbe Stiphanc 1914 Harnajima Ryoukiclti 1885
Ialbtaov PV 1010 IlaMinb HI 661

ornide P 977 Han Bo 238
Gondzio Jaeck 159 Hiaanor KlansPF 731
Gong Loeigang 985 Hun Raymond 1181
Gonzalez Pinto Sevcriano 248 Happy H 1674

250 Hardy Rolland L 426
Gonzalez Vers Pablo 248 HEiri Norbert 949

250 Harsini Iraj 232
Goodall G W 1 968 Harzensiein R W 1717
Goodehild Ph 951S Hasanoy S 487
Gopal MadanM G 1823 Hashimnoto M4 1602
Gopal Narola 1664 11assan MPF 1244
Gbpfert Wolfgang 422 Ilassenforder Michel 1296
Gorez R 1128 Hatano Kanr 236

1206 Ilatano YasUYO 236
Gorgui AlA 915 Hlealey Andrewh 1502
Gonsis DA 1292 llegarty Alan 501
Grabner ileg 962 503
Grara lmtE 176 Ilegazty C 0 987
Griiefc Volker 755 lfeineichsberger Otto 1692
Grafakou A 1413 Hleitz Pobrice 757
Gralls M 1852 Hill;dore P 1178

1153 Hendxicn AlJ 1387
Grasselli Maurizico 1463 1433
Grassin P 477 HriggclerSaluneS C 1815
Gravyani Ccorge A 449 llenwood DI 1998
Gray JL 668 llerentan Willy 842
Gray LJ 240 Herman Ansold G 1490
Graziani S 1928 Hernandez M C 1852
Grebe Judith 1751 2001853



He=" Gezrg 1115 Joe Bz:y 116Hccx% PMAL 1IOU foals AW 797

Hibbe TT 403 Joh"ssne Claes 415
Histin JR 256 Johnston PB 286
Higgins RW 573 Jones J7 Jolt. 314
High= D=ndJ 293 Jones MzfkT 677
Hitgnri HXDei 1887 Jones MA 1998
Hill R John 1547 Jorge J C 513
Hipk NI 999 JwAi 0 559

1981 Jovenovj Bosko S 445
Himing R 802 Jovanovic SM 1153
Hiro-.oto RobertE 744 Juonufie Gsa 1283
Hons A 567 Juslin K 1135
Hirsch E 759 Kacr 1 912
Htz Martin 947 Kaczorek Taderee 1837
Hocf.bock Marlis 720 K ambayssbi Atcsi 1897
Hodgson GS 40 K-Veawa Akihiro 1797
IHoffmsn Chrioph M 1016 Kanmki Mastun 1217
Hoffnzn NA 1936 Keda Yukio 1988
Hogan Neville 1072 Kana EJ 430
Holder David J 1682 Kapitaniak T 853
Holly Scan 1778 Kaa-n-ncoglu A 1281
Holthoff H 616 1832
Hoolc If 1626 Karba R 879
HoT- Ara-1 1760 1318
Hordihi Kzuo 859 1474
Houstis EliaN 1037 Kanopp Dean 1052
H9'riewicz Olgiend 1789 Kasliwagi asahide 859
Hsieh Ying-Hen 1513 Kaff na IM 1560
Huang Qzng-Yue 1414 Kaufman Linda 157
Huang Fengtai 1547 Kwai Tadahiko 1880
Huzan Thna S 995 1885
Hang XCimg.Yu 591 1887
Hs ek M 489 1889
Hnit KJ 1342 1893
Hley NJ 1858 1895
Hasong Dirk 52 1903
lafrati A 637 1905
lbrahnim DaidNM 1850 Kawamnoo Y 1602
Ibrahim EdwardM 231 Kawae Takehliko 1054
Ida Natha, 1628 Keenan Padraig 270
Iked Masao 1236 Keeney Stephen 1708
Infanger Grd 161 Kelezoglu H.seyin 1762
Ingram Mar Ann 1103 Kellogg R B 498
Inmann Daniel J 470 Kelly W 1676
Inotnata Tomokazu 1442 Kelsall R W 1684
ift Hout KJ 309 Keng C W Kenneth 1803
loki K 1602 Kerayeehian Asgor 2013
ide K-A 1767 Kerneis J 1039
Ishiguro Tomiko 565 Kerry NJ 1846
Isola T 1294 Ketata Raonuf 1214
Isselmou OD 1525 Khan Winston 1826
Ito Yukio 1785 Kikuchi Atsushi 1889
lung C 1566 Kimmel Marek 1461
Ivanova TS 622 Kimra Kouichi 827
Jachemich Joachim 1747 Kimua Yoshlo 1772
Jackiewicz Z 271 Kincaid David R 686

297 Kmdelan U 1913
Jacyno Z 1854 King Dougla G 947
Jakeman A I 1957 Kiper Ayse 784

1963 Kirane Mokhtar 1511
Isnicki Ryszrd 709 Krk R A 1844
Jank Gerhard 331 Kitkelis Nicholas 1 1290
Januszkiewicz KzysztofT 374 Kikup S M 225
J ,ny Y 1156 1983
Jlsinska-Chonska D 1642 Kilinger G 280
Jawosksa 1 1117 Kirsch H 953
Jckl M 131b Kiss L 1922
Jessup Elizabeth R 680 Kilo Ilfioaki 1887
Jetto L 1264 Kitoh lfiroaki 3897
Jing Bong 1803 1899
J&ddr L 436 Kjellstram Gregor 170
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K12k Jery 1839 Lee Chai-We 774
Klt W 1644 LWn Crog 821
Kcahc Pele" 611 Lee ,DLt9 539
Kn t B 596 543
KiSly Gecege H 537 Gyoo.Bo-z 377

543 Lee !on 631
Knocke Aderzs, 731 Iee Seagtsoo 935
Kobayashi Yasc .:mo 208 Leda S 1238
Kch.a TOL-i 857 Lee = Sidney 1502
Kohler We-'uE 557 Leme 1: 1062
K61ne ?- 1139 Leitch Roy 966

1491 1212
Koide Hitoshi 1885 L.nbessi% ,vangelos 1204
Kok AA 1086 1:16M0ss6 A. 117S
Kolowrocki Kelysusf 770 Lew , M 1706
Kolpakov AG 1955 Lencov B 1706
Kolpokova 1G 1955 Uric F 1878
Kondo Hitoshi 1772 Lectini D 651
Kone AD 1529 Eo T 1409
Konopelcbeko BorisG 371 Leourd PJ 1616
Korvink JG 1712 1630
Kosovic Branko 935 Leppikoski 1 1135
Kostial Isneich 376 Leslie FM 810

1158 Lesselier D 477
Kotelnikova LN 1730 Le tnsel Pierre-Yves 1776
Ko'.aci S 1511 Leugcing G 1162
Keouta A 661 Leung MunK 995
Kouny Maciej 709 Le Van Cuong 1776
Kowalski Robrt A 964 Levine Daniel S 1465
KozAkiewicz lanM 365 Lewis FL 312
Kozel K 489 1273
Kralmnn H 1366 1281
KrLner W 32 1328
Kecene Robert 75 1832
Kremer Kaim Roger 736 U GQ 543
Krijgsrns Al 1200 U Ruixia 411
Krsokeberg F 65 Li Sifu 1283
Krzeminski Stnislaw K 1633 Licaasdt Denis 1296
Kuchaski Jacek 1159 LIes DH 1278
Kuffel Ecfn" 1610 Lin Pengcheng 516
KOhn W 351 518
Kulikowski Casimi A 985 Un Wen.Wi 1143

987 Linehan John Ii 1490
Kulisch U 27 Ling Tang 663
Kumar Ajay 563 Linkens DA 983
Kurnmr V 896 1079
Kunkel Peter 1141 Lipitakis Ezios A 449
Ku Chih-Tsung 1186 Usbona F 513
Ksa Zeal.Sain 1186 Uska Richard 92
Kurek lE 1835 UnIlewood IG 1963
Kurki 1 1135 Lhtman Walter 1161
Kushiyam M 1602 Liu Chunshcng 1807
Kuwgar= Kunio 649 Liu Fawang 451

894 Uu Jia Qi 238
Ktmnina LK 1344 1636
Ku-tsesov YuA 1671 Lu Jun 468
Lanarre Robert E 118 472
Laiqse F 1544 Lu Kai 1273
Lzdeveze P 1872 Uu Lixin 302
Le Doeuff Rcne 1536 Uu Maldonado 1932
Lai CIH 219 Uu Xiaoyi 1285
Lajoie Mazenc M 1529 Liu Zhijun 1283
Labshi Narayana R 1346 Lombardi Claudio 1708
Lakshmikantharn V 1238 Lombardi F 1398
Larn SII 1292 Longa Lech 791
Lan bert M 477 Longhli S 1264
Laski T 1317 1409
Lsurien E 616 Lopz.Ilem ndez FJ 812
Law AG 436 Lorentzen Lisa 10
Lawo Christian 34 Latstedt Per 592
Leach PGL 363 Loki SheldonX C 1803
Leca P 705 Louis Jean-Paul 1549
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LcOlI*X W 977 MeCoseb WD 1992
Ltbbext U 759 Jdccowem Andrew 1596

Law E 184 1680
Lalins R 816 McFadden GB 533
Lumaley JL 1990 McKeowen J1 144
Luskin Mitchell 793 Meadle Douglas B 1444
Lftioalax Stefan, 1751 Mcceci A 997
L)yde C 1676 Mceo~edv Meow)Sde 753
Lynch Peter, 591 Mebegan J 1676
L)on DM 1387 mdhassto Volker 1141

1433 Metbas8  Eckon 618
Mat Yan'en= 599 Melosent M C 126
Mama U 526 Melchsior P 1170
Machao Arlene Foreoaxo 227 Milin Christian 1745
Mictas John AR 1596 Meonon Etiennec 757
hfaddy Y 629 Mendes M.I 977
mogele CA 1594 Meisinge Fedor 575
Moa 311 1542 Metivet B 629
Mailly E 1495 Meunier G~srd 1592
Malm Eericai 974 Meyer Robest 1442
Mfatt atitnmay K 1710 Mezcecv Retaste 1119
Mfakarovie Anokcj 1743 Measielo letobetS 985
Mikinent R 1658 Michtalski Ludw~ik 1159
Makino M'itussori 859 mirltous G 1755
Makkey Mostofo Y 199 Micltavila F 1913
Makroglour Adlea 320 Michel Anthony N 1126
Man-Kasn Yip Kenneth 1022 1254

hfaantmao N 357 1256
Mosllyola Rato Papolu 649 1262

894 Michel J 1874
Mankofsky, Alan 835 Mika Janusz R 365
Mantel B 413 369
Mianton Kennset 1108 Mtklterv Andrew G 921
Marc A. 1495 Mikolajczak Bloesclaw 716
Mofrgato E 1532 Miles Robert E 1682
Masitiescor D C 684 Miller Clarent= 609
.Marinov CoeeliuaA 1656 Mauler John J H 254
MIrk TD 1696 503
Maikink Anton 1785 511
Maekov AA 645 Mills 33J 1278
Marquees GD 1556 Milner FabhinA 1444
Momoadarto A 1446 Mingrono G3 1469
Mars NIrolaas 11 1743 Mlisic Luciano 474
Martens ACM 1456 Mfisra S 1943
Martin Iame E 618 Mitehelson Seth 1478
Martinez Javier 1405 Mttchison N 1364
Martinez Varclot A 1163 Mitkowski Stansislaw 1569
MartinsdeCarvalho JI. 1420 Mito Masaako 1903

1421 Miyat K 1602
Marszsewski Bodgost 1598 1632
Masahsiro Okamoto 1439 Miyatir Hitoshi 208
Mascorenhos NIL 1911 Miyata Toshinari 1217
Maschake B M 1074 Mohon V 1924
Maschke BK 869 Mole N 1968
Mason D P 561 Moltnari G 1581
Mstroserio Casmelo 394 Motnot Michael B 1368
Mathewson Alon 1708 Monocho Dittesh 424
Moatit James If 1110 Montanari Angelo 969

1476 Mosateou I Y 1932
Marko D 1318 Montijano 11 295

Mao nC 1474 Monterain Jacky 1738
Mta nC 8 Moore Ramnon 73

Matulo DovidW 42 Moorthi S 573
Matulka Josef 1782 Moran M 567
moodet V 63S Morandi Ceechi M 6
Moawby Philip A 1680 Moreau Yves 1702
Mazzone AM 2000 Morelli Massimo 1708
McAleer M 1957 Morisse Toshiya 1622
McAlister Moira J 1573 Morris A J 1734
McAvoy Thomas .1 1371 Moses R 1436
McCann C P 929 Mooney G 1393
McCathy K 1676 Mountiteld William Pratt 1269
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1271 Ogaw Saton 565
Mocss V.. 665 Ogoizalek Macej J 1569
MrcheV Si.eon J61danov 1527 or Hallaron DavidR 689
/rU= A 1474 OHart H 258
mlhe Frank 1751 Ohkita Masatki 208
Muckbil A8,doS 87 1217
Magler Dale H 78 Obta Hiroshi 1797
Muldaslev TZ 943 Oishi Shiniehi 859
Mailer C 759 Okada Takeanas 1106
Mulr Jean-Micels 59 Ouguchi Koji 1767
Mfller S 1506, Olme F 812
Mullin T 795 Olmsted Coert 1930
Muloz Diego J 13A0 Olsen Jep.e 861
M,.oz-L-tr s F 812 Opperheim G 1176
Mua= p 1415 Orekiaov AlexanderA 1821
Murakani Youichi 1994 O-ra Tuncerl 947
Murao Kenji 857 O" Riordan Eugene 503
Museato G 1310 Osbom John E 383
Musmanno Roberto 147 Ostapenko VA 659
Mutihac Loria 1954 Ostergkd R J 814
Millac Radb 1009 O16. J M 812

1954 Oassalah C 1039
Nakarnura Tadw 1704 Oustaloup A 1170
Ns2ko Hideo 1054 1173
Nakano Toll 1996 1180
Nakao Mitsuhiro T 35 Ovems MH 140
Naldi Giovanni 1463 Ozis Turgus 1571
Nasr H 1333 Paillou Ph 759

1336 Painter Jeffery F 94
Na" F 388 Palmerio B 418
Nava Enrique 902 Palumbo A 355
Navon IM 305 Pan Tsorng.Whay 793
Nayak NN 261 Panagiotopoulos PD 188
Neaga Michael 28 Papanicolaou George C 557
Neal Leslie R 124 Pasero E 1398
Neck Recinhard 1782 Pasuravanu Octivin 1041
Neittaanmiki Pekka 1656 Pati SP 9C4

1658 Patrick MerreIlL 677
1671 Patterson Richard L 1113Neunoto M 1602 Paumelle P 1878

Nea B 305 Pavella M 1246
Nguyen VH 863 Peeters Frank A M 1490
Nguyen PV 917 Peng Youbin 1188
Nicol David M 688 Penan J 1586
Nicolaides RA 120 Perez Acosta Francisco 248
Niederhausen A 1139 250
Nier Francis 837 Perin Clovis 197
Neters lIns 751 Pein Filho Clovis 227
Naijima Koichi 496 Perreti A 155
Nikhil Rishiyur S 740 Perrier M 1493
Nkhah Bahraini Mansour 232 Perrier P 635Nishizawa Jun-ichi 1704 Perrone G 1415
Nishikawa N 1974 Petthame B 841
Nitrosso B 328 Perucchio Renato 772
Nixon John I1 330 Perucci C 1446
N*Konga 18 447 Peskin Richard L 1020
Nogami Kuniel 1891 Pesterev AV 206
Nogarede B 1529 Petiton Serge G 673
Nolan Paul 1 1093 Petridis M 596
Nordvik J P 1364 Pettigrew M 890
Nouillant M 1180 Pfleger S 1359
Novikov VA 655 1426
Nci M C 343 Philippe B 45

349 675
Nannaui G 1310 Pichat Michklo 61

1928 Pichon L 1934Nusse Helena E 849 Piera Miquel Angel 979
Oba Roger M 392 piers N 1741
O'Brien Enda 587 Pierce Allan D 545
O Dinlaing Colin 133 PFcrrat L 1558
Oettlh W 191 1562
Oevel Walter 371 Pillage LawrenceT 1664
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Pilz Lothar 1515 1037 1
Pirma Ann.Marei 1354 Richardson James A 1757
Pires A1 1306 Phon C 1403
Piuri Vencenzo 766 Richter GermdR 499
Piva Renzo 637 Richter KR 1504
Plasmans Joseph 1785 1594
Platen E 1105 Rickaby David A 1490
Plcycte Florimond 763 Riedmltller M 1717
PlUm Michael 385 Rishov YuA 645
PlIcn tin 1751 Roach Roy 1848
Podlubny Igor 376 Roache Patrick 89

892 439
Poggio Thomas 434 Robert M 1661
Polak S 1500 Robyns B 1538

1590 1544
Polsky B S 1694 -Rodger D 1616
Poltz Julius 1610 1630
Portinale Luigi 1400 Rodriguez Iglesias 1163
Pot G 328 Rogallo Robert S 1986
Poucet A 1364 Rogg B 898
Povenelli Loul A 561 Rokne Ion 71
Prels K 1504 Roman 1 1032

1594 Rftcback S 1192
1620 Roenie Luo M 1841

Privost Marc 8 Roos M 1712
Preyet Patrick 1043 Rosenberg Ronald C 1096
Pribetich 0 1674 Rosser Brian L 971
Prmozic S 1474 Rossi C 1446
Priolo Enrico 551 Rossclini A 1409
Proldolf S 485 Rathingir Birgit 1515
Prochnow D 1970 Rowell Gareth A 1110
Pronzato Lur 1484 Rubinacci G 1618
Pytev YuP 113 Rubink William L 1110
Qing Shen 601 Rufeger W 353
Quante F 953 Rump M 52
Radhy Nour.Eddine 1234 Ruotsalaniren K 927

1252 Russell IAD 1678
Ragazzi M 151 Russell Robert D 302
Raghunathan S 668 Russo E 273
Rajagopal K 1003 Rust W 461
Rmnadan M 1333 Rustem Bere 1774

1336 Ruttan Arden 718
Ramamurthy MK 1346 Sagawa N 1858
uRananuah G 896 Sagues F 804

Raindas Maluthi 686 Saint Donat Jean 1371
Ranos 11 902 Saai Yasuhiro 1769
Rshrdez L 295 Sakamoto Nauto 1480
Ramajeevans S 1626 Sukamoto T 1632
Ratschek H 71 Salaan Isabelle 1377
Ratto Elena 969 Salimov Z 1976
Ratzlaff Curtis L 1664 Salan S 1469
Ravani B 1013 Salkauskas K 432
Ravazzi Leo 1708 Salon Sheppard J 1606
Razarindraoto E 629 Sama M 1156

1403 Sarnbandharn M 337
Rechenmrann Franois 1028 Samsonovich AV 1732

1030 Samuel$ Peter C 153
Redivo Zaglia M 6 Sanchez Avila Carmen 1721
Reich Sebastian 1648 Sinchez N 1741
Reichert K 1612 Slndig Ann.Margarete 1916
Reid John D 1096 Saniga Erwin M 1793
Reinhardt Wolf D 855 Sankowski Dominik 1159
Reinig It 1717 Sansone L 1300
Ren Z 1624 San Soucie Carol 240
Renaut Rosemary 877 Santana 3 1532
Renhart W 1504 1552
Renka Robert 1 122 Saranito B 869
Reuter R 1644 Saranen 3 485
Ribar Zoran B 1267 Sanna 0SR 529
Riccardi G 637 Sartori$ G 1712
Rice I R 684 Saue Jlrgen 1749

1018 Saunderson Houston C 420
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Savage Jolm E 818 Signodid.xan HB 1137
Saxcn2 Muku 772 Silva HHM 298
SaxEn Bjim 753 Silva I Fernando 1552
Sniin Herik 753 1554
Sbabnro D 1342 Silva Macins FA 197
Scalia-Tomba Gianpaoq 1507 Simon HorstD 693
Scapolla Teconzio 871 Simon J 816
Sceanna G 6 Singaperumal M 1346
Schaepperle J 184 1924
Scharzenbach HU 1712 Sinh DJ 563
Schei be Robert 722 Sirolkin VV 522
Scheier p 1696 Sivaulian BD 1811
Schekin GA 645 Siwak Pawel P 714
Schenone M 1436 'Sigreen Bjorn 594
Schierwagen Andreas K 1509 Skoczylas J 1612
Schilders WHA 508 Sloan IH 485

1688 Sluckin TJ 789
Sclhmeiser Christian 1715 Smith FJ 258
Schmidt K 1717 Smith p 1573
Schmidt M 806 Smith RL 307
Schuniedel A 806 'Smith S 1091'
Schnack Eckart 1920 Smolarkiewicz Ppotr K 574
Schneider Klaus 1646 Snowden Christopher M 1682
Schnerr anter H 47 Sokolowski Andrejr 1761
Schochettoan SM 307 Solchenbach Karl 703
Sch5nauer Willi 725 Soliman H M 1244
Schott Rene 137 Sommeljer BP 275
Schubert Katheline 1776 Soni K 16
Schultz FW 1456 18
Schwab Christoph 409 Soni R p 16
Schwartz IraB 1452 18
Sconey B W 505 Sonoda Keichiro 1897
Scott Tony C 98 1899
Seddon T 1630 Spence Robert 174
Scga M 1352 Spigler Renato 19

1474 Spina Damele 333
1979 Sritharan SS 624

Seguel Jaime 787 Sfivatstan T S 337
Seidel Detlev 949 Stahlmann Hanns-Dietrich 1285
Seidel MarkN 1669 Stallard Eric 1108
Setp Kristian 85 Staples Margaret P 1458
Selberhmr Siegfried 1692 Staudte Robert G 1458
Selimi Djamila 1702 Streb WH 846
Semnani S 288 Stein E 461
Seres J 923 Steinberg Stanly 89
Sriani Ceiz 551 439
Sevaioglu 0 1723 Stctberg Rolf 1907

1950 Stenzel R 1644
Shasban Hassan 1240 Stephan Y 867
Shamecv Alckscy 921 Stcmby J 1192
Shang EC 547 Stewart 1W 810
Shanno David F 166 Stifer Sabine 1431
Shuriat B 1525 Stigler Jurgen 1357
Shed John 1795 Stipaniccv Darko 1210
Shen Qiang 1212 St Mary D F 537
Shentang Thou 1805 543
Shi lut 215 Stollberger R 1504
Shibuta Takanocl 1383 Straughan Bra 359
Shin KangG 1373 Strmcnik S 1352
Shiriaev DmiLy 11 Styblinski MA 182
Shishkin Gtigorii 1 503 Sugisaka Masanori 1106

511 Sulem Agnes 1045
Shodhan Ronak 981 Sullivan Paull 1968
Shoureshi Rahmat 1368 Sulky DL 441

1375 Sultangnzin UM 943
Shuchun Cao 601 Sun Ne-Theng 481
Shur Al 1694 Sun Qiren 633
Shvcdov AS 945 Sundholm Dage 861
Siciliano Bruno 1121 Suquet p 1874
Sidi Avram 776 Soil Manil 409
Siegmann William 539 1909
Signoretti A 977 Soda Katharina 494
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Suter D 1946 802
SItri C 155 .Tresan Rajiv 1862
Somrki Noriyuki 1889 Triantafyllakis Alekos 1396
S auicek F 1130 Troch 1 1123
Swiernalk Andnej 1461 1223
Symes Williamn W .466 Trowbridge CW 1588
Syonso HD '1963 Taerig Shian-shyong 774
Syrmos VL 1328 Taboi Kazhuir 649
Szabo Zoltan 217 Tsuchimoto M 1602

+Szidarovszky Ferecn 1763 Tsui SK 307
Tabary Guy 1377 Turoler P 1523
Tabbara W 477 Turner LH 455
Tachat Dominique 63 Turowski 1 1634
Tacheva Eriha 193 Tzafestas S 1117
Tagiaferro Fulvio 267 1379
Taha Thiab R "844 1396
Tahiri Misaued 1232 1413
Takagi Toshiyuki 1600 L.wa Masatoshi 1887

1632 Uhmachecr A 989
Takahashi Manabu 1885 Ullrich Christian P 37
Takeda Yasuaki 1217 Umanand L 1579
Taketomo Mitsui 236 Ungricht H 1712
Takeuchi Norio 1887 Unterreiter Andreas 1715

1893 Ushakov NG 1730
1895 1732
1903 Uzelac Zotica 494

Taki Kamo 827 -Valadas RT 1728
Talavag¢ Joseph 981 Valavanis Kimon P 1388
Tali.Mamar N 1498 1408
Tan Xiang.Ling 1236 Valeate Claudio 333
Tani Junji 1600 Valeltin Patrick 400

1632 Vallet MG 413
Tanscheit Ricardo 1204 Vanderbel Robert J 168
Tanyi E 983 van der Houwen PJ 273
Tacod J 1151 van dr Stappcn AP 140
Tirhuvud T 1612 van der Steen Aod 734
Taun Petre 1519 VandeVen AAF 1604
Taxin Lars 170 van Dijk J 1088
Taylor J A 1957 Vandorpo D 1525
Taylor PaulM 1276 Vanecek Ir George 1016
Teillaud Monique 137 Van Iseghem Jeannette 14
Teixera PIC 789 Van Keer R 912
Ternme NM 21 van Naute Lemke HR 1197
Temperton Clive 572 1200
Temponi C 1273 Varincovi M 489
Tnetro Machado J A 1420 Vasslevski Panyot 670

1421 VauqucElin B 1032
Tesi A 1220 Vavilis EA 684
Theron WFD 2002 Vecchio A 273
Thiele Michael 1972 Venetsanopoulos AN 991
Thoma Jean U 1058 Venturino Ezo 259
Thomas M 953 Verde L 1348
Thomas MIIC 951 Verdelho P 1556
Thompson PA 567 Veroma Krisnanand 265
Tiba D 1658 Vermiglio Rossanna 304
Titggui 1'eng 2004 Verriest Erik 1316
Titi AndrS 1214 Vescovi Marcos R 1208
Toi Yutaka 1882 Vianello Marcn 19
Tolla Pierre 63 Viaflo J M 888
Tolstoy A 549 Viano M C 1176
Top Ian 1069 Vichnevetsky R 455
Torelli Luclo 304 Vicino A 1220
Tom Aimo 186 Vignesvaran R 289
Tomarmbb A 1294 Vihinon Tecmu 1907
Torroa]dea FJ 1852 Vinnicombe GA 1943

1853 Virga Epifano G 798
Touhami 0 1566 Virot Bernard 829
Towers Malcolsa S 1596 Vital Brigette 675
Trabocho L 1911 Volcu Mihail 1041
Traub Kenneth R 742 Volk K 1918
Travd.Massuyhs L 1741 Volund Ango 1482
Trebin Hans-Rainer 791 Von Gudenberg Wolff 37
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Vorozlstov EV 91 Ybusif WiadS 1841
Voss J 1133 Yuge Kohei 1882
Voycvodin AF 491 Yvinec Mariette 137
Vreej VersnaDi 234 Zagorianot A 1413
Vulanovie Relia 493' Zaitaev SI 1732

5 : 115 zamplend S 130

Walgarna KS 1192 297
wall Daid JN 399 Zeebia Josiane 763
Walter Eice 1484 Than; Hrnxin 598

Walte Dinr 81 hn 60n.Ci 19
Walte Jhn 9al 5 ThnWii0;50
Walte Ra-Qugang 6 03 Tha; Yuiing 1807
Walthe Sanga 124 2hag Aing 51
Wan; YJ 45 Thaog Canga 195

Wa562o88 Zhag Shan-a 1046
Wang HY 57 hang - Yeang 877

Wang Zengzhong 1856 2heladev VA 397
Wang Z.=s 195 Then; Jianshen; 516
WanzeDrane J 1442 Then; Knan;j 1636
Warntz 1 526 Then; Wa 244
Watanabe K. 1379 Thigang Han 1799

1 383 1 807
Weaire D 1698 Thnu 1 1371
Webb P W 1678 Thu K Y 1128
Weeber Konrad 1626 Thu Jianpin; 483
Weti.Duflos Christine J 673 Thuang FG 598
Weilinmrana M F 110huang Waning 842
Werby Michael F 886 Zinsrnermann DE 987
Weselacha Thigniew 1614 Zitnmennann Sabine 387
Wheeler AA 941 Zirilli Feancesee 474
Wheeler Mary Fanett 609 Zoll St 1491
While Benjamrin 557 Zoabir AM 955
Whitesell Joaeph 1096 ZuchowaUi Adarn 204
Wieshaum J 616 Zakowski Charles 1667
Wiltshire MCK 808 Znpancie B 879
Wlaha Dieter W 1385 13!8
Wloka Markus G 818 1352
Weageharaen Tiparatana 2011 Zwaan M 213
Wengiareen Ngaannit 2011
Wooten F 1698
Wray Alan A 1986
Wright K 300
W% laiung 2006
%Wa 918
Wyatt Ir John L 1669
Wynne-Jones Mike 747
Xis 5 1079
Xan la.kai 603
Yarla Kci 1895
Yalornanchilli Sadhakar 691
Yanada Toshio 1905
Yan Xiangqiaa 881
Yan Yihua 215
Yang Meiten; 518
Yang Sha.1i 443

Yang Yanmei 1799

Ye SamuelY K 585
Yeha WilliamnW 0 481
Yildiriin Oehan 1950
Yin; Than; 1389
Yoshimura, Ifienaki 1054
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